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Figure 4 A vertical, east—west cross-section from grid two, cutting through the centre of
Arsia Mons. Shaded regions are log;, of the dust mixing ratio. Contour lines indicate
meridional wind: solid lines, northward-moving air (into the page); dotted lines,
southward-moving air (out of the page). Vectors indicate wind velocity in the plane of the
figure. The maximum horizontal wind speed is 95 ms ™. The maximum vertical velocity is
9ms~ . The dust takes the form of a mushroom-shaped cloud. The upper-level outflow
from the thermal circulation advects the dust more than 2,000 km downwind. The
meridional wind shows a tight clockwise rotation directly above the caldera. The outflow
region to either side of the volcano exhibits a weaker anticlockwise rotation.

(not shown). It would not be unexpected for a water-ice cloud to
develop at the top of the thermal circulation. Such cap clouds have
been observed by the MOC and by the Viking orbiter'*. But the
actual amount of water vapour in the air is unknown, so we chose to
run the model without the presence of any water substance in this
study.

The GCMs that are typically used to study the climate of Mars
have too coarse a grid spacing to properly resolve Arsia Mons (or the
other volcanoes, all of which exhibit similar circulations), and are
therefore unable to capture the magnitude of the thermal circula-
tion or the dust injection mechanism associated with the circula-
tions. These same models would not properly reproduce the
radiative balance of the atmosphere, as they would not reproduce
the dust loading. The easterly winds in the outflow branch (Fig. 4)
effectively enhance the depth of the upper-level large-scale easterly
winds. Westerly winds in the outflow located below the large-scale
upper-level easterly winds increase the wind shear. Consequently,
the thermal circulation creates a large perturbation in the larger-
scale momentum and thermal fields.

Mars is dotted with numerous topographic features that are too
small in horizontal extent to be captured by GCMs, but which may
produce large-scale thermal circulations that could perturb the
general circulation. Our results suggest that mesoscale thermal
circulations may collectively be important in the atmospheric
dust budget, and individually can produce strong regional pertur-
bations in the background large-scale flow. O
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Cavity solitons are localized intensity peaks that can form in a
homogeneous background of radiation. They are generated by
shining laser pulses into optical cavities that contain a nonlinear
medium driven by a coherent field (holding beam). The ability to
switch cavity solitons on and off"? and to control their location
and motion® by applying laser pulses makes them interesting as
potential ‘pixels’ for reconfigurable arrays or all-optical proces-
sing units. Theoretical work on cavity solitons>” has stimulated a
variety of experiments in macroscopic cavities*'° and in systems
with optical feedback''"">. But for practical devices, it is desirable
to generate cavity solitons in semiconductor structures, which
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would allow fast response and miniaturization. The existence of
cavity solitons in semiconductor microcavities has been pre-
dicted theoretically'*"?, and precursors of cavity solitons have
been observed, but clear experimental realization has been
hindered by boundary-dependence of the resulting optical pat-
terns'®"”—cavity solitons should be self-confined. Here we
demonstrate the generation of cavity solitons in vertical cavity
semiconductor microresonators that are electrically pumped
above transparency but slightly below lasing threshold®. We
show that the generated optical spots can be written, erased
and manipulated as objects independent of each other and of the
boundary. Numerical simulations allow for a clearer interpret-
ation of experimental results.

Arrays of cavity solitons (CSs) are nonlinear optical structures®'
within which independent manipulation of the intensity peaks is
possible. Cavity solitons belong to the class of localized structures,
which also exist in other fields (see, for example, ref. 22), and arise
under conditions of coexistence of a homogeneous stationary state
and a patterned stationary state for the same values of parameters.
Localized structures coincide with the pattern state in a certain
restricted region of the plane, and with the homogeneous state
outside. A CS corresponds to alocalized structure with a single peak.
Once ‘written’ by injecting a laser pulse, the CS can be ‘erased’ by
injecting another pulse, out of phase with respect to the holding
beam, in the location where the CS lies®. In the presence of a phase or
intensity modulation in the holding beam, CSs tend to move to the
nearest local maximum of the modulated profile’.

Our experimental set-up is schematically shown in Fig. 1. It
consists of a large-area vertical cavity surface emitting laser (VCSEL,
150 pm diameter), operated as an amplifier; injected into this laser
is a coherent field, generated by a high-power edge emitting laser
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Figure 1 Schematic experimental set-up. SL, high-power edge emitter laser; its
frequency is controlled by means of a grating. IC, current stabilization; the overall current
is stabilized better than 1%o. TC, temperature controller. A Peltier junction ensures
thermal stabilization of better than 0.01 °C. OD, optical diode to isolate the laser producing
the holding beam from optical feedback. FP1, FP2, Fabry—Perot resonators that measure
the optical frequency of the holding and writing beams (FP1) and output beam (FP2). FP2
is coupled to a fibre in order to measure the spatially resolved optical spectra. The free
spectral range (FSR) is 140 GHz, and the finesse is 100. AOM, acousto-optic modulator to
change the intensity of the holding beam. BC, beam expander-configurator, used to
enlarge and to conform the holding beam. VCSEL, broad-area (150 wm) vertical cavity
surface emitting laser. C, collimator. CCD, charge-coupled-device camera used to
monitor the time-averaged intensity distribution (near field) of the beam reflected by the
VCSEL and of the holding beam. IPD, photo-detector to measure the intensity of the
holding and writing beams. DA, detector array allowing simultaneous measurement of the
intensity at different points of the transverse pattern. PZT, piezo-electric ceramic used to
change the phase of the writing beam relative to the holding beam. B, blocker. M, mirrors.
BS, beam-splitters. The transverse intensity distribution of the master oscillator is spatially
filtered and shaped by lenses. Its amplitude is monitored by a photodiode and its optical
frequency analysed by a Fabry—Perot interferometer with a free spectral range of 2.5 THz
and a finesse of 140. An optical isolator is used to avoid feedback from the sample into the
master oscillator.
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with an external cavity grating. Its wavelength can be continuously
tuned in the range 960-980 nm. An acousto-optic modulator or a
polarizer controls the external field intensity. The VCSEL is a
bottom emitter”. One of the electrodes is deposited on the top,
covering the whole transverse size of the laser. A full-area n-type
contact with a circular emission window is deposited at the back of
the GaAs substrate. The large distance between this ring and the
active medium ensures a better uniformity of the current than in the
case of top-emitter lasers.

We used numerous samples, progressing in time towards optim-
ization of the device architecture. Broad-area VCSELs usually
exhibit a strong gradient of the cavity length along the transverse
section, owing to the standard epitaxial growth techniques. It is
important to note that the output intensity distribution of the free-
running VCSEL is not strictly uniform. At currents around 180 mA,
the intensity distribution can be associated with a Gauss—Laguerre
TEM,,, mode (Fig. 2a), with #n of the order of 30 or larger, which
implies that the system is able to operate with a very large Fresnel
number. An analysis of the spatially resolved optical spectrum (Fig.
2b) indicates that the free-running laser emits several frequencies,
and that the spectral composition varies with the spatial position
across the sample. We can also conclude that the centre region of the
VCSEL behaves independently of the boundaries, and hence that
the spatial correlation length is much smaller than the size of the
sample.

Operating at current values for which the centre region is below
threshold, we now inject a coherent holding field: the spatial
intensity output distribution undergoes marked changes in that
region, while the region near the boundary remains qualitatively
unchanged. We estimate that the boundaries control the character-
istics of the pattern over distances of around 10 pm. A homo-
geneous low-intensity region appears on the right-hand side of the
sample (Fig. 2¢). It is delimited by a well-defined line formed by
several high-intensity spots, orthogonal to the cavity resonance
gradient. On the left of that line, we see a pattern whose spatial
wavelength decreases as it approaches the boundary layer. The
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Figure 2 Average intensity distribution and spatially resolved power spectra (along the
lines labelled x in a and ¢) for the free running laser (FRL) and for the driven VCSEL.

a, b, The intensity distribution (@) and the spectrum (b) for the FRL pumped at 300 mA.
Emission at several well-defined frequencies is observed near the boundary. ¢, d, The
intensity distribution (¢) and the spectrum (d) for the VCSEL with injected field. The darker
lines (high intensity) in d correspond to the frequency of the injected field. The frequency
interval between the two dark lines in d corresponds to the free spectral range of the
Fabry—Perot resonator. The region close to the boundary still shows emission at several
frequencies, while the centre region is locked at the frequency of the external field. No
defined frequency is observed in the homogeneous region because the intensity is not
high enough to allow a measurement with the sensitivity of our detectors.
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transition from a homogeneous to a patterned region can be
understood by considering that the detuning between cavity reson-
ance and the frequency of the external field is changing along the
gradient, and that pattern formation favours larger blue detunings.
The spatially resolved optical spectrum (Fig. 2d) shows several
frequencies close to the transverse boundary of the VCSEL. How-
ever, beyond the boundary layer, the dominant frequency becomes
that of the injected field—that is, the VCSEL is locked to the master
oscillator. The line separating the pattern and the homogeneous
field phase can be interpreted as the locus of the spatial positions
where the local values of the cavity resonance and field intensity
meet the condition for the onset of a pattern-inducing modula-
tional instability®'.

This interpretation is supported by our theoretical analyses and
simulations, which are based on the model formulated in ref. 16 and
generalized to take into account the following: the spatial profile of
the holding beam and of the electric current, the constant gradient
in cavity resonance, and the unavoidable irregularities in the layers
of the Bragg reflectors. The gradient implies that the cavity detuning
parameter 0 varies uniformly along the sample. Figure 3 shows that
the line that marks the instability boundary corresponds precisely to
the line that separates the pattern and the homogeneous region in
the sample.

Fixing all parameter values (amplitude and frequency of the
external field and pumping current), we inject a small focused beam
(the writing beam) into the homogeneous region. Starting with no
spot, the writing beam is capable of generating a high-intensity spot
with a diameter of the order of 10 pm when it is in phase with the
holding beam. If we remove the writing beam, the bright spot
remains ‘on’ indefinitely. We then change the writing beam phase by
7, and inject it again into the sample where the bright spot is. The
spot disappears. We remove the writing beam again, and the spatial
intensity distribution becomes the same as it was at the beginning of
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Figure 3 Numerical simulation and theoretical interpretation of the spatial field profile.
a, The stable (solid) and unstable (broken) portions of the curve of the intracavity field
versus the cavity detuning parameter 6, in the homogeneous stationary solution as
proceeding from an analytical evaluation of the pattern-inducing modulational instability.
It follows from a linear stability analysis of the model equations under plane wave holding
field and flat current profile. Such approximations are reasonably met in the central region
of the sample. The stable part of the plane-wave stationary curve terminates at

6 = —1.81, which corresponds to the instability boundary; it is shown by the vertical line.
0On the left of the line are patterns whose maximum intensities are indicated by squares.
On the right, where the homogeneous background is still stable, CSs can be excited
(maximum intensities marked by circles). b, The numerical transverse field intensity
profile. The lower and upper scales indicate the value of 6 that corresponds to each
coordinate x. The vertical line in b corresponds to that in a; it can be seen that it
satisfactorily meets the actual boundary of the patterned region. Two CSs are excited in
the homogeneous region by applying two 6-ns pulses at delayed times. In the following
evolution (90 ns), the two CSs move under the combined influence of the detuning
gradient and the imperfections, for less than 30 ns, and are eventually pinned in the two
locations (just a few micrometres away from where the switching beams were
addressed). This simulation includes a time averaging comparable (1 us) to that of the
CCD used in the experiments (Fig. 4).
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the experiment. This proves that we can optically manipulate a
single spot, which we claim to be a cavity soliton. Injecting a writing
beam in a slightly different location, we can generate a CS: but after
removal of the writing beam, it is found to be at the position of the
previous spot, suggesting that the latter spot is an attracting locus
for CSs. This experiment was repeated at several values of the
pumping current between 320 and 360 mA.

By changing the frequency of the injected field, we find various
positions where a CS can be located, always to the right of the limit
between the homogeneous state and the pattern. Thus, such
structures exist in a relatively wide range of injected field intensity
and/or pumping current, and always close to the critical detuning
value corresponding to the modulational instability. The fact that
only a single stable soliton location can exist for fixed parameters is
attributed to the presence of the strong resonance gradient. This acts
as ‘wind’, which tends to blow the CS (with a velocity proportional
to the gradient) out of its existence region. Thus we can observe a
stationary spot only if we can vectorially compensate the force
exerted by the cavity length gradient by a force exerted by an
intensity gradient of the holding beam, which tends to attract the
CS towards the beam centre. Such a compensation can occur only in
one spatial position in the transverse plane.

In order to show that more than one spot can be manipulated
independently (and therefore that we can definitively identify them
as cavity solitons) for a fixed set of the operational parameters, we
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Figure 4 Experimental demonstration of independent writing and erasing of CSs. The
intensity distribution of the output field is shown over a 60 um X 60 wm region in the
sample centre. The holding beam is always on, with a waist ranging from 150 to 250 pm
with no significant effect; all other parameters are kept constant. The writing beam power
is approximately 50 W and the holding beam power is 8 mW, although no optimization of
such values have been attempted. The persistency of the excited CSs exceeds the
observation time (>1 min.). a, The writing beam (WB) is blocked. b, The 15-um focused
WB impinges on the homogeneous region; it induces the appearance of a single high-
intensity spot (dark in the figure) in a limited region of space; ¢, the WB is blocked again, a
10-pm spot remains and is stable; d, the WB is displaced in position and switched on
again. It generates a second spot; e, f, the WB is blocked again and the two bright spots
coexist; g, the WB is positioned again on the first spot; h, the relative phase of the WB
relative to the holding beam is changed by 1, and the upper spot disappears; i, the WB is
blocked again, the lower spot persists undisturbed; j, the WB is switched on again at the
position of the lower spot; k, the relative phase of the WB is again brought to = and also
the second spot disappears; I, the WB is blocked, and the intensity distribution is identical
to a. Repeated switchings yield stable CS pairs at different locations, for current between
270mA (sample centre below lasing threshold) and 320 mA (above threshold), thus
showing that sample roughness pins the CSs but does not limit in principle the multiplicity
of the structures’ configurations.
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designed a sample to minimize such a gradient and to maximize
uniformity in parameter values across the whole section. It presents
a central region where the gradient almost vanishes. The current
crowding at the borders, with associated localized lasing, still exists.
All other characteristics of the sample remain unchanged with
respect to the first one. We repeat the experiments with the new
sample, and we observe (Fig. 4a) that the homogeneous state can
cover most of the diameter of the VCSEL; this occurs over an
appreciable range of frequencies of the external field. A boundary is
still observable between a pattern and the homogeneous state, on
the left side of the sample. By injecting the writing beam inside the
homogeneous state, we can generate a CS that remains when the
writing beam is removed. We then apply this beam in a different
location without changing any parameter value, and a second spot is
generated. This spot will also persist after removal of the writing
beam. We reach, then, the situation in which two CSs exist.
Changing the phase of the writing beam and re-injecting it succes-
sively at the location of each spot, we erase each spot in an
independent way. The full series is displayed in Fig. 4. In the
experiment, the position of the CS can be changed by adding a
weak gaussian beam (in phase with the holding beam and with a
smaller waist) in a location lying up to three CS diameters off the
soliton peak. After removal of this additional gaussian beam, the CS
comes back to one of the previous positions.

The theoretical analyses and numerical simulations had the
following features, yielding a consistent interpretation on the
observed behaviour of CSs. When simulating the switch-on of a
CS in the sample with small resonance gradient (V0), the CS follows
V0, drifting leftwards until it merges with the pattern. The small
intensity gradient of the gaussian holding beam alone is unable to
counterbalance the drift. When a stochastic process simulating the
sample roughness is accounted for, the CS moves to alocation where
it remains fixed. The conditions for such ‘trapping’ depend on the
balance between the local resonance and VO. The number and
distribution of such ‘trapping sites), related to the imperfections of
the device, are interspersed densely enough to allow for a large
number of stable CS locations throughout the sample. This effect of
layer-related roughness is rather new to investigations**: it does not
prevent CS motion under the influence of additional field gradients,
so that CSs can be manipulated exactly as in the experiment. In
particular, the CS drift can be governed by injecting a second
gaussian beam with waist smaller than that of the holding beam,
but larger than the CS radius. When this beam is positioned close to
where the CS has been turned on, it attracts the CS towards its
maximum, and traps it in a location where the pull induced by V6 is
balanced by the intensity gradient; this occurs in a range approxi-
mately on the order of the gaussian waist, in agreement with the
experiment.

Using CSs, we have realized a monolithic two-bit all-optical
information processor: we consider that these results open a
possible way to developing a practical device. The future develop-
ment of our results requires an increase in the number of CSs that
can be simultaneously present, and also a way of inducing con-
trollable motion of CSs. To achieve these goals, it will be necessary to
introduce appropriate spatial modulations in the holding beam,
and to further improve the homogeneity of the sample in the
transverse plane. |
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Polar liquid crystalline materials can be used in optical and
electronic applications, and recent interest has turned to for-
mation strategies that exploit the shape of polar molecules and
their interactions to direct molecular alignment"?. For example,
banana-shaped molecules align their molecular bent within
smectic layers®, whereas conical molecules should form polar
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