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INTRODUCTION
Our present understanding of superconductivity has arisen from a close
interplay of theory and experiment. It would have been very difficult to have
arrived at the theory by purely deductive reasoning from the basic equations
of quantum mechanics. Even if someone had done so, no one would have be-
lieved that such remarkable properties would really occur in nature. But, as
you well know, that is not the way it happened, a great deal had been learned
about the experimental properties of superconductors and phenomenological
equations had been given to describe many aspects before the microscopic
theory was developed. Some of these have been discussed by Schrieffer and
by Cooper in their talks.

My first introduction to superconductivity came in the 1930’s and I greatly
profited from reading David Shoenberg’s little book on superconductivity, [I]
which gave an excellent summary of the experimental findings and of the
phenomenological theories that had been developed. At that time it was
known that superconductivity results from a phase change of the electronic
structure and the Meissner effect showed that thermodynamics could be
applied successfully to the superconductive equilibrium state. The two fluid
Gorter-Casimir model was used to describe the thermal properties and the
London brothers had given their famous phenomenological theory of the
electrodynamic properties. Most impressive were Fritz London’s speculations,
given in 1935 at a meeting of the Royal Society in London, [2] that super-
conductivity is a quantum phenomenon on a macroscopic scale. He also gave
what may be the first indication of an energy gap when he stated that “the
electrons be coupled by some form of interaction in such a way that the
lowest state may be separated by a finite interval from the excited ones.”
He strongly urged that, based on the Meissner effect, the diamagnetic aspects
of superconductivity are the really basic property.

My first abortive attempt to construct a theory, [3] in 1940, was strongly
influenced by London’s ideas and the key idea was small energy gaps at the
Fermi surface arising from small lattice displacements. However, this work
was interrupted by several years of wartime research, and then after the war
I joined the group at the Bell Telephone Laboratories where my work turned
to semiconductors. It was not until 1950, as a result of the discovery of the



J. Bardeen 55

isotope effect, that I again began to become interested in superconductivity,
and shortly after moved to the University of Illinois.

The year 1950 was notable in several respects for superconductivity theory.
The experimental discovery of the isotope effect [4, 5] and the independent
prediction of H. Fröhlich [6] that superconductivity arises from interaction
between the electrons and phonons (the quanta of the lattice vibrations) gave
the first clear indication of the directions along which a microscopic theory
might be sought. Also in the same year appeared the phenomenological
Ginzburg-Landau equations which give an excellent description of super-
conductivity near Tc, in terms of a complex order parameter, as mentioned
by Schrieffer in his talk. Finally, it was in 1950 that Fritz London’s book [7]
on superconductivity appeared. This book included very perceptive comments
about the nature of the microscopic theory that have turned out to be re-
markably accurate. He suggested that superconductivity requires “a kind of
solidification or condensation of the average momentum distribution.” He
also predicted the phenomenon of flux quantization, which was not observed
for another dozen years.

The field of superconductivity is a vast one with many ramifications. Even
in a series of three talks, it is possible to touch on only a few highlights. In
this talk, I thought that it might be interesting to trace the development of
the role of electron-phonon interactions in superconductivity from its begin-
nings in 1950 up to the present day, both before and after the development
of the microscopic theory in 1957. By concentrating on this one area, I hope
to give some impression of the great progress that has been made in depth
of understanding of the phenomena of superconductivity. Through develop-
ments by many people, [8] electron-phonon interactions have grown from a
qualitative concept to such an extent that measurements on superconductors
are now used to derive detailed quantitative information about the interaction
and its energy dependence. Further, for many of the simpler metals and alloys,
it is possible to derive the interaction from first principles and calculate the
transition temperature and other superconducting properties.

The theoretical methods used make use of the methods of quantum field
theory as adopted to the many-body problem, including Green’s functions,
Feynman diagrams, Dyson equations and renormalization concepts. Following
Matsubara, temperature plays the role of an imaginary time. Even if you are
not familiar with diagrammatic methods, I hope that you will be able to
follow the physical arguments involved.

In 1950, diagrammatic methods were just being introduced into quantum
field theory to account for the interaction of electrons with the field of photons.
It was several years before they were developed with full power for application
to the quantum statistical mechanics of many interacting particles. Following
Matsubara, those prominent in the development of the theoretical methods
include Kubo, Martin and Schwinger, and particularly the Soviet physicists,
Migdal, Galitski, Abrikosov, Dzyaloshinski, and Gor’kov. The methods were
first introduced to superconductivity theory by Gor’kov [9] and a little later
in a somewhat different form by Kadanoff and Martin. [10] Problems of



superconductivity have provided many applications for the powerful Green’s
function methods of many-body theory and these applications have helped to
further develop the theory.

Diagrammatic methods were first applied to discuss electron-phonon
interactions in normal metals by Migdal [11] and his method was extended
to superconductors by Eliashberg. [12] A similar approach was given by
Nambu. [13] The theories are accurate to terms of order (m/M) 1/2, where m
is the mass of the electron and M the mass of the ion, and so give quite accurate
quantitative accounts of the properties of both normal metals and super-
conductors.

We will first give a brief discussion of the electron-phonon interactions as
applied to superconductivity theory from 1950 to 1957, when the pairing theory
was introduced, then discuss the Migdal theory as applied to normal metals,
and finally discuss Eliashberg’s extension to superconductors and subsequent
developments. We will close by saying a few words about applications of the
pairing theory to systems other than those involving electron-phonon inter-
actions in metals.

DEVELOPMENTS FROM 1 9 5 0 - 1 9 5 7
The isotope effect was discovered in the spring of 1950 by Reynolds, Serin,
et al, [4] at Rutgers University and by E. Maxwell [5] at the U. S. National
Bureau of Standards. Both groups measured the transition temperatures of
separated mercury isotopes and found a positive result that could be interpreted
a s  T cM

1 / 2  N constant, where M is the isotopic mass. If the mass of the ions
is important, their motion and thus the lattice vibrations must be involved.

Independently, Fröhlich, [6] who was then spending the spring term at
Purdue University, attempted to develop a theory of superconductivity based
on the self-energy of the electrons in the field of phonons. He heard about
the isotope effect in mid-May, shortly before he submitted his paper for
publication and was delighted to find very strong experimental confirmation
of his ideas. He used a Hamiltonian, now called the Fröhlich Hamiltonian,
in which interactions between electrons and phonons are included but Cou-
lomb interactions are omitted except as they can be included in the energies
of the individual electrons and phonons. Fröhlich used a perturbation theory
approach and found an instability of the Fermi surface if the electron-phonon
interaction were sufficiently strong.

When I heard about the isotope effect in early May in a telephone call from
Serin, I attempted to revive my earlier theory of energy gaps at the Fermi
surface, with the gaps now arising from dynamic interactions with the phonons
rather than from small static lattice displacements. [14] I used a variational
method rather than a perturbation approach but the theory was also based on
the electron self-energy in the field of phonons. While we were very hopeful
at the time, it soon was found that both theories had grave difficulties, not
easy to overcome. [15] It became evident that nearly all of the self-energy is
included in the normal state and is little changed in the transition. A theory
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involving a true many-body interaction between the electrons seemed to be
required to account for superconductivity. Schafroth [16] showed that starting
with the Fröhlich Hamiltonian, one cannot derive the Meissner effect in any
order of perturbation theory. Migdal’s theory, [II] supposedly correct to
terms of order (m/M) 1/2, gave no gap or instability at the Fermi surface and
no indication of superconductivity.

Of course Coulomb interactions really are present. The effective direct
Coulomb interaction between electrons is shielded by the other electrons and
the electrons also shield the ions involved in the vibrational motion. Pines and
I derived an effective electron-electron interaction starting from a Hamiltonian
in which phonon and Coulomb terms are included from the start. [17] As is the
case for the Fröhlich Hamiltonian, the matrix element for scattering of a pair
of electrons near the Fermi surface from exchange of virtual phonons is
negative (attractive) if the energy difference between the electron states in-
volved is less than the phonon energy. As discussed by Schrieffer, the attractive
nature of the interaction was a key factor in the development of the micro-
scopic theory. In addition to the phonon induced interaction, there is the
repulsive screened Coulomb interaction, and the criterion for superconductivity
is that the attractive phonon interaction dominate the Coulomb interaction
for states near the Fermi surface. [18]

During the early 1950’s there was increasing evidence for an energy gap at
the Fermi surface. [19] Also very important was Pippard’s proposed non-local
modification [20] of the London electrodynamics which introduced a new length
the coherence distance, to, into the theory. In 1955 I wrote a review article [17]
on the theory of superconductivity for the Handbuch der Physik, which was
published in 1956. The central theme of the article was the energy gap, and
it was shown that Pippard’s version of the electrodynamics would likely follow
from an energy gap model. Also included was a review of electron-phonon
interactions. It was pointed out that the evidence suggested that all phonons
are involved in the transition, not just the long wave length phonons, and
that their frequencies are changed very little in the normal-superconducting
transition. Thus one should be able to use the effective interaction between
electrons as a basis for a true many-body theory of the superconducting state.
Schrieffer and Cooper described in their talks how we were eventually able
to accomplish this goal.

3
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Here ψ(r,t) is the wave field operator for electron quasi-particles and
φ(r,t) for the phonons, the symbols 1 and 2 represent the space-time points
(r1,t1) and (r2,t2) and the brackets represent thermal averages over an ensemble.

Fourier transforms of  the Green’s functions for H0 = He1+Hph for non-
interacting electrons and phonons are

where P = (k ,ϖn) and Q = (q,vn) are four vectors, ε o 

(k ) is the bare electron
quasiparticle energy referred to the Fermi surface, ϖo,(q) the bare phonon
frequency and ϖ n and ϖn the Matsubara frequencies

(3)

for Fermi and Bose particles, respectively.
As a result of the electron-phonon interaction, Hel-ph, both electron and

phonon energies are renormalized. The renormalized propagators, G and D,
can be given by a sum over Feynman diagrams, each of which represents a
term in the perturbation expansion. We shall use light lines to represent the
bare propagators, Go and D o, heavy lines for the renormalized propagators,
G and D, straight lines for the electrons and curly lines for the phonons.

The electron-phonon interaction is described by the vertex

which represents scattering of an electron or hole by emission or absorption
of a phonon or creation of an electron and hole by absorption of a phonon
by an electron in the Fermi sea. Migdal showed that renormalization of the
vertex represents only a small correction, of order (m/M )1/2, a result in accord
with the Born-Oppenheimer adiabatic-approximation. If terms of this order
are neglected, the electron and phonon self-energy corrections are given by
the lowest order diagrams provided that fully renormalized propagators are
used in these diagrams.

The electron self-energy ∑(P) in the Dyson equation:

(4)
is given by the diagram

The phonon self-energy, π(Q), defined by
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is given by

Since to order (m/M)1/2 one can use an unrenormalized vertex function
a = a0,  the Dyson equations form a closed system such that both Z(P) and
π(Q) can be determined. The phonon self-energy, π(Q), gives only a small
renormalization of the phonon frequencies. As to the electrons, Migdal noted
that we are interested in states k very close to kF, so that to a close approxima-
tion L’(k,co)  depends only on the frequency. For an isotropic system,

(8)
In the thermal Green’s function formalism, one may make an analytic

continuation from the imaginary frequencies, cun, to the real ω axis to determine

Z(w).
Although Z(w) is small compared with the Fermi energy, E F, it changes

rapidly with energy and so can affect the density of states at the Fermi surface
and thus the low temperature electronic specific heat. The mass renormal-
ization factor m*lm, at the Fermi surface may be expressed in terms of a par-
ameter λ:

(9)

4 NA M B U- ELIASHBERG THEORY FOR SU P E R C O N D U C T O R S
Migdal’s theory has important consequences that have been verified experi-
mentally for normal metals, but gave no clue as to the origin of supercon-
ductivity. Following the introduction of the BCS theory, Gor’kov showed
that pairing could be introduced through the anomalous Green’s function

(11)
Nambu showed that both types of Green’s functions can be conveniently
included with use of a spinor notation
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(14)

Eliashberg noted that one can describe superconductors to the same accuracy
as normal metals if one calculates the self-energies with the same diagrams that
Migdal used, but with Nambu matrix propagators in place of the usual
normal state Green’s functions. The matrix equation for 6 is

(15)
The matrix equation for 2 yields a pair of coupled integral equations for Z;

and Z;. Again Zr and ZZ depend mainly on the frequency and are essentially
independent of the momentum variables. Following Nambu, [13] one may
define a renormalization factor ,?Js(co) and a pair potential, d (cu), for isotropic
systems through the equations:

(16)

(17)
Both & and d can be complex and include quasi-particle life-time effects.

Eliashberg derived coupled non-linear integral equations for &(w) and
d (ω) which involve the electron-phonon interaction in the function a2(w)F(co).

The Eliashberg equations have been used with great success to calculate the
properties of strongly coupled superconductors for which the frequency
dependence of < and d is important. They reduce to the BCS theory and
to the nearly equivalent theory of Bogoliubov [21] based on the principle of
“compensation of dangerous diagrams” when the coupling is weak. By weak
coupling is meant that the significant phonon frequencies are very large
compared with kBTc, so that d(m) can be regarded as a constant independent
of frequency in the important range of energies extending to at most a few
kBT c. In weak coupling one may also neglect the difference in quasi-particle
energy renormalization and assume that & = &,.

The first solutions of the Eliashberg equations were obtained by Morel and
Anderson [22] for an Einstein frequency spectrum. Coulomb interactions were
included, following Bogoliubov, by introducing a parameter µ* which re-
normalizes the screened Coulomb interaction to the same energy range as the
phonon interaction, In weak coupling, Jv(0)  I’ = L,u*. They estimated λ
from electronic specific heat data and µ * from the electron density and thus
the transition temperatures, T c, for a number of metals. Order-of-magnitude



agreement with experiment was found. Later work, based in large part on
tunneling data, has yielded precise information on the electron-phonon
interaction for both weak and strongly-coupled superconductors.

4
ANALYSIS O F  TU N N E L I N G  DA T A
From the voltage dependence of the tunneling current between a normal
metal and a superconductor one can derive A(w) and thus get direct infor-
mation about the Green’s function for electrons in the superconductor. It
is possible to go further and derive empirically from tunneling data the
electron-phonon coupling, a”(m)F(co),  as a function of energy. That electron
tunneling should provide a powerful method for investigating the energy gap
in superconductors was suggested by I. Giaever, [23] and he first observed
the effect in the spring of 1960.

The principle of the method is illustrated in Fig. 1. At very low temperatures,
the derivative of the tunneling current with respect to voltage is proportional
to the density of states in energy in the superconductor. Thus the ratio of the
density of states in the metal in the superconducting phase, Ns, to that of the
same metal in the normal phase, Nn, at an energy eV above the Fermi surface
is given by

(18)

Tunneling from a normal metal into a superconductor
Fig. 1.

Schematic diagram illustrating tunneling from a normal metal into a superconductor near

7 = 0°K. Shown in the lower part of the diagram is the uniform density of states in energy

of electrons in the normal metal, with the occupied states shifted by an energy eV from an

applied voltage V across the junction. The upper part of the diagram shows the density of

states in energy in the superconductor, with an energy gap 2 ∆ . The effect of an increment of

voltage SV giving an energy change 6w is to allow tunneling from states in the range 60. Since

the tunneling probability is proportional to density of states Ns (ω), the increment in current

SI is proportional to Ns, (o)SV.
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Fig. 2.

Conductance of a Pb-Mg junction as a function of applied voltage (from reference 24).

The normal density is essentially independent of energy in the range
involved (a few meV). In weak coupling superconductors, for a voltage V
and energy ω = eV,

(19)

As T -+ 0 K, no current flows between the normal metal and the super-
conductor until the applied voltage reaches A/e, when there is a sharp rise
in dI/dV followed by a drop. This is illustrated in Fig. 2 for the case of Pb.

The first experiments of Giaever were on aluminum, which is a weak
coupling superconductor. Good agreement was found between theory and
experiment. In later measurements on tunneling into Pb, a strongly coupled
superconductor, Giaever, Hart and Megerle [24] observed anomalies in the
density of states that appeared to be associated with phonons, as shown in
Fig. 2. These results were confirmed by more complete and accurate tunneling
data on Pb by J. M. Rowe11 et al. [25]

In the meantime, in the summer of 1961, Schrieffer had derived numerical
solutions of the Eliashberg equations working with a group engaged in de-
veloping methods for computer control using graphical display methods. [26]
He and co-workers calculated the complex ∆ (w) for a Debye frequency
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spectrum. Later, at the University of Pennsylvania, he together with J. W.
Wilkins and D. J. Scalapino [27] continued work on the problem with a view
to explaining the observed anomalies on Pb. They showed that for the general
case of a complex d (w)

(20)

where Re represents the real part. From measurements of the ratio over the
complete range of voltages, one can use Kramers-Kronig relations to obtain
both the real and imaginary parts of ∆ (ϖ) = ∆ 1(ϖ) +∆ 2(ϖ). From analysis
of the data, one can obtain the Green’s functions which in turn can be used
to calculate the various thermal and transport properties of superconductors.
This has been done with great success, even for such strongly-coupled super
conductors as lead and mercury.

For lead, Schrieffer et al, used a phonon spectrum consisting of two Lo-
rentzian peaks, one for transverse waves and one for longitudinal and obtained
a good fit to the experimental data for T < < T c. The calculations were
extended up to T c for Pb, Hg, and Al by Swihart, Wada and Scalapino, [28]
again finding good agreement with experiment.

In analysis of tunneling data, one would like to find a phonon interaction
spectrum, a 

2(ϖ)F(ϖ), and a Coulomb interaction parameter, µ *, which when
inserted into the Eliashberg equations will yield a solution consistent with the
tunneling data. W. L. McMillan devised a computer program such that one
could work backwards and derive a2(ϖ)F(ϖ) and µ * directly from the tunneling
data. His program has been widely used since then and has been applied to
a number of superconducting metals and alloys, including, Al, Pb, Sn, the
transition elements Ta and Nb, a rare earth, La, and the compound Nb3Sn.
In all cases it has been found that the phonon mechanism is dominant with
reasonable values of µ *. Peaks in the phonon spectrum agree with peaks
in the phonon density of states as found from neutron scattering data, as
shown in Fig. 3 for the case of Pb. In Fig. 4 is shown the real and imaginary
parts of ∆(ω) for Pb as derived from tunneling data.

One can go further and calculate the various thermodynamic and other
properties. Good agreement with experiment is found for strongly coupled
superconductors even when there are significant deviations from the weak
coupling limits. For example, the weak-coupling BCS expression for the
condensation energy at T = 0 K is

(21)

where N(0)Zn is the phonon enhanced density of states and ∆ 0  is the gap
parameter at T = 0 K. The theoretical expression with Zs(ϖ) and ∆ ( ϖ)
derived from tunneling data, again for the case of Pb, gives [29, 30, 31]

(22)

in excellent agreement with the experimental value

(23)
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Fig. 3.
Density of states versus energy for Pb. Solid line, calculated by Schrieffer et al; long dashed
ine, observed from tunneling; short dashed line, BCS weak coupling theory.

R e a l  a n d  i m a g i n a r y  p a r t s  o f  A  v e r s u s  c o - A0 f o r  P b .

Fig. 4.
Real and imaginary parts of ∆ (ϖ) = ∆ 1(ϖ) +i∆ 2( ϖ) versus energy for Pb. (After McMillan)
& Rowell).
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In Figs. 5, 6, 7, and 8 are shown other examples of a2(w)F(w)  derived from
tunneling data for Pb, In, [31] La, [32] and Nb 3Sn. [33] In all cases the
results are completely consistent with the phonon mechanism. Coulomb
interactions play only a minor role, with µ* varying only slowly from one metal
to another, and generally in the range 0.1-02.
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Fig. 6.

Physics 1972

a 2F for In (after McMillan and Rowell).

As a further check, it is possible to derive the phonon density of states,
F(ϖ) from neutron scattering data and use pseudo-potential theory to calculate
the electron-phonon interaction parameter a9(w).  From these values, one can
use the Eliashberg equations to calculate &s(w)  and D (ϖ ) and the various
superconducting properties, including the transition temperature, Tc. Extensive
calculations of this sort have been made by J. P. Carbotte and co-workers
[34] for several of the simpler metals and alloys. For example, for the gap
edge, ∆ 0, in Al at T = 0 K they find 0.19 meV as compared with an experi-
mental value of 0.17. The corresponding values for Pb are 1.49 meV from
theory as compared with 1.35 meV from experiment. These are essentially
first principles calculations and give convincing evidence that the theory as
formulated is essentially correct. Calculations made for a number of other
metals and alloys give similar good agreement.

CONCLUSIONS
In this talk we have traced how our understanding of the role of electron-
phonon interactions in superconductivity has developed from a concept to a
precise quantitative theory. The self-energy and pair potential, and thus
the Green’s functions, can be derived either empirically from tunneling data
or directly from microscopic theory with use of the Eliashberg equations.
Physicists, both experimental and theoretical, from different parts of the
world have contributed importantly to these developments.

All evidence indicates that the electron-phonon interaction is the dominant
mechanism in the cases studied so far, which include many simple metals,
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IO

Fig. 7.

a2F for La (after Lou and Tomasch).

transition metals, a rare earth, and various alloys and compounds. Except
possibly for the metallic form of hydrogen, [35] which is presumed to exist
at very high pressures, it is unlikely that the phonon mechanism will yield
substantially higher transition temperatures than the present maximum of
about 21 K for a compound of Nb, Al and Ge.

Other mechanisms have been suggested for obtaining higher transition
temperatures. One of these is to get an effective attractive interaction between
electrons from exchange of virtual excitons, or electron-hole pairs. This re-
quires a semiconductor in close proximity to the metal in a layer or sandwich
structure. At present, one can not say whether or not such structures are
feasible and in no case has the exciton mechanism been shown to exist. As
Ginzburg has emphasized, this problem (as well as other proposed mechanisms)
deserves study until a definite answer can be found. [36]

The pairing theory has had wide application to Fermi systems other than
electrons in metals. For example, the theory has been used to account for



68 Physics 1972

0 . 4 - - 0 . 6

azF for Nb 3Sn (after Y. L. Y. Shen).

many aspects of nuclear structure. It is thought the nuclear matter in neutron
stars is superfluid. Very recently, evidence has been found for a possible pairing
transition in liquid He3 at very low temperatures [37]. Some of the concepts,
such as that of a degenerate vacuum, have been used in the theory of ele-
mentary particles. Thus pairing seems to be a general phenomenon in Fermi
systems.

The field of superconductivity is still a very active one in both basic science
and applications. I hope that these lectures have given you some feeling for
the accomplishments and the methods used.
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