
The anharmonic quantum fluctuation of the
stretching (bending) mode becomes more (less)
pronounced as the H bond gets stronger (9),
which accounts for the observed crossover be-
havior in region II. However, the reversal behav-
iors in regions I and III are not predicted by this
simple theoretical picture. At the weak-bond limit
(region I), the quantumcontributions of these two
modes both diminish quickly and tend to cancel
each other, resulting in the fade-out of the energy
difference. The turning point at the strong-bond
limit (region III) is closely related to the unusual
noncolinear geometry of the O–H⋅⋅⋅Cl H bond,
which arises from the electric repulsive interac-
tion between theH1 (D1) atom and theNa+ cation
of the NaCl surface (fig. S12). Such an interaction
modifies the potential profile along the H-bond
bending direction as the water molecule ap-
proaches the surface, so anharmonic H-bond
bending is greatly enhanced and even dominates
over O–H stretching, leading to the reversal be-
havior of NQEs for strong H bonds. This implies
that the NQEs of a H bond are extremely sen-
sitive to coupling with the local environment,
which is, at present, inaccessible by macroscopic
spectroscopic methods. Not only do these find-
ings substantially advance our understanding of
the quantum nature of H bonds, they also open
up a new route for spectroscopic studies of H-
bonded systems at the single-bond level.
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THERMODYNAMICS

A single-atom heat engine
Johannes Roßnagel,1* Samuel T. Dawkins,1 Karl N. Tolazzi,2 Obinna Abah,3 Eric Lutz,3

Ferdinand Schmidt-Kaler,1 Kilian Singer1,4*

Heat engines convert thermal energy into mechanical work and generally involve a large
number of particles. We report the experimental realization of a single-atom heat engine.
An ion is confined in a linear Paul trap with tapered geometry and driven thermally by coupling
it alternately to hot and cold reservoirs. The output power of the engine is used to drive a
harmonic oscillation. From direct measurements of the ion dynamics, we were able to determine
the thermodynamic cycles for various temperature differences of the reservoirs. We then
used these cycles to evaluate the power P and efficiency h of the engine, obtaining values
up to P = 3.4 × 10–22 joules per second and h = 0.28%, consistent with analytical estimations.
Our results demonstrate that thermal machines can be reduced to the limit of single atoms.

H
eat engines, which convert thermal energy
into mechanical work, have played a cen-
tral role in society since the industrial rev-
olution and are ubiquitous as generators
of motion (1). The working fluid of a mac-

roscopic engine typically contains on the order
of 1024 particles. Experimental progress in the
past decade has led to the miniaturization of
thermal machines down to the microscale, using
microelectromechanical (2), piezoresistive (3), and
cold atom (4) systems, as well as single colloidal
particles (5, 6) and single molecules (7). In his
1959 talk “There is plenty of room at the bottom,”
Feynman envisioned tiny motors working at the
single-atom level (8).
Here, we report the realization of a classical

single-atom heat engine whose working agent
is an ion held within a modified linear Paul trap.
We use laser cooling and electric-field noise to
engineer cold and hot reservoirs. To determine
the temperature of the ion, we make use of fast
thermometry methods, which make use of the
Doppler broadening of optical resonances (9).
The thermodynamic cycle of the engine is estab-
lished for various temperature differences of the

reservoirs, fromwhich we deduce work and heat,
and thus power output and efficiency. We addi-
tionally show that the work produced by the en-
gine can be effectively stored and used to drive a
harmonic oscillator against friction.
Trapped ions offer an exceptional degree of

control in their preparation and manipulation,
great precision in the measurement of their pa-
rameters (10, 11), and the capability of coupling
to engineered reservoirs (12, 13). Hence, they pro-
vide an ideal setup for operating and character-
izing a single-particle heat engine (14).
In our experiment, a single 40Ca+ ion is trapped

in a linear Paul trap with a funnel-shaped elec-
trode geometry (Fig. 1A). The electrodes are
driven symmetrically at a radio-frequency voltage
of 830 Vpp at 21 MHz, resulting in a tapered
harmonic pseudo-potential (Fig. 1B) of the form

U ¼ ðm=2Þ
X

i
w2
i i

2 (10), wherem is the atomic

mass and i ∈ {x, y} denotes the radial trap axes
(Fig. 1A). The axial confinement is realized with
constant voltages on the two end-cap electrodes,
resulting in a trap frequency of wz/2p = 81 kHz.
The trap angle q = 10° and the radial extent of
the trap r0 = 1.1 mm at z = 0 characterize the
geometry of the funnel. The resulting radial trap
frequencieswx,y decrease in the axial z-direction as

wx;y ¼ w0x;0y

1þ z tan q
r0

� �2 ð1Þ

The eigenfrequencies in the radial directions at the
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trap minimum z = 0 are w0x/2p = 447 kHz and
w0y/2p = 450 kHz, with the degeneracy lifted, but
sufficiently close to permit the approximation of
cylindrical symmetrywith r2 =x2 +y2 and amean
radial trap frequency wr. An additional set of
outer electrodes compensates for stray fields.
The trapped ion is cooled by a laser beam at
397 nm, which is red-detuned to the internal
electronic S1/2 – P1/2 transition (10); the resulting
fluorescence is recorded by a rapidly gated in-
tensified charge-coupled device (ICCD) camera.
The heating and cooling cycle of the ion is de-

signed such that the ion thermalizes as if in con-
tactwith a thermal reservoir. A coldbath interaction
is realized by exposing the ion to a laser cooling
beam, leading to an equilibrium temperature of
TC = 3.4 mK (9, 15). A hot reservoir interaction
with finite temperature TH is designed by ad-
ditionally exposing the ion to white electric-field
noise. The interplay of photon scattering and
noise leads to a thermal state of the ion at tem-
perature T at any given moment (9, 16, 17).
In our setup, heating and cooling act on the

radial degrees of freedom. The resulting time-

averaged spatial distribution of the radial ther-
mal state is of the form

xrðr; f;T Þ ¼
1

2ps2r ðT Þ
exp

−ðr − r0Þ2
2s2r ðT Þ

" #
ð2Þ

with a temperature-dependent time-averaged
width srðTÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBT=mw2

r

p
, where kB is the

Boltzmann constant. Because the thermal energy
during the operation of the engine is larger than
the energy spacing of the harmonic oscillator
(kBT >> ħwr), a classical description of the dy-
namics is appropriate.
The heat engine is driven by alternately heat-

ing and cooling the ion in the radial direction
by switching the electric noise on and off; the
cooling laser is always on. Heating and cooling
change the spatial width sr(T) of the radial
thermal state xr(r, f, T). Owing to the geometry
of the trap, the gradient of the funnel-shaped
pseudo-potential U has a component in the axial
direction z that depends on the radial position
r (Fig. 1B). As a consequence, the finite width of
the radial thermal state xr(r, f, T ) leads to a

temperature-dependent average force in the
axial direction:

FzðT Þ ¼ − ∫
2p

0
∫
V

0
xrðr; f;T Þ

dU ðrÞ
dz

r dr df ð3Þ

During the first part of the cycle, the ion is heated
and the width sr(T) increases. As a result, the ion
moves along the z axis to a weaker radial con-
finement. We calculate a static displacement of
11 nm for the relative change of DFz = 2 × 10–22 N,
corresponding to Fig. 1C. During this first step,
the axial potential energy of the ion increases and
work is produced. The second step occurs during
exposure to the cold reservoir when the electric-
field noise is switched off. Here the radial width sr
and the corresponding force Fz decrease as the
temperature is reduced, and the ion moves back
to its initial position owing to the restoring force
of the axial potential. The combination of heating
and cooling gives rise to a closed thermodynamic
cycle and leads to a periodic force Fz(T) in the
axial direction (Fig. 1C). We switch between
heating and cooling with precise timing, such
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Fig. 1. Single-atom heat engine. (A) Experimental setup composed of a
single trapped ion (green); lasers for cooling, damping, and observation of the
ion (blue); radio-frequency electrodes in funnel geometry (red); end caps
(gold); and outer electrodes (gray). The position of the ion is imaged on an
ICCD camera. Opposing voltage noise waveforms are additionally supplied
to the outer electrodes so as to generate electric-field noise without affecting
the trap frequencies. (B) Cross section of the funnel-shaped pseudo-potential
between the radio-frequency electrodes (red), with a minimum at the center.
The gradient of the potential (orange arrows) has an axial component that
increases with radial displacement x or y. A force in the axial direction arises as
a function of the finite width of the radial thermal state of the ion (green
Gaussian distribution). (C) Position of the ion (black symbols) determined from
the average ofmore than 200,000 camera images at each time step.The error
bars result from the uncertainty of Gaussian fits to the recorded fluorescence

images. The measured positions are described by a sinusoidal fit (green line).
Background colors indicate the periodic interaction with the hot (red) and cold
(blue) reservoirs, which gives rise to a periodic driving force (blue line) accord-
ing to Eq. 1, shown relative to its mean value of 5.03 × 10–21 N. (D) Thermo-
dynamic cycle of the engine for one radial direction. Trap frequencies in the
radial direction wr are deduced directly from the measured z-positions. The
temperature Tof the radial state of motion, and thus the corresponding mean
phonon number nr, is determined from separate measurements (see text and
Fig. 2).The values of wr and nr are given with respect to the center of the cycle
at w0r/2p = 447.9 ± 0.2 kHz and n0r= 2.61 (±0.04) × 104 phonons.The shaded
area enclosed by the cycle is proportional to thework performed by the engine,
where red and blue colors indicate heating and cooling periods, respectively.
The black line is the calculated trajectoryof the cycle (see text).The pictograms
in the corners illustrate the different stages of an idealized cycle.
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that the cycle repeats itself at a rate equal to the
axial trap frequency wz. The engine therefore
effectively drives a harmonic oscillation in the
axial direction. Thework produced in each cycle is
thus resonantly transferred to the axial degree of
freedom and stored in the amplitude of the os-
cillation. The essentially frictionless nature of the
system leads to an ever-increasing oscillation.
The axial motion thus plays a role similar to the
flywheel of a mechanical engine.
To contain this oscillation, we provide adjust-

able damping by introducing an additional cooling
laser in the axial direction. Steady-state operation
is reached when the work generated by the en-
gine is balanced by the energy dissipated by the
damping.Wemeasure the amplitude of the steady-
state oscillation of the ion in the z-direction by
recording fluorescence images with the ICCD
camera; the exposure time is 700 ns, which is
much shorter than the axial oscillation period.
The camera is synchronized with the temperature
modulation, allowing for the repetitive recording
of images at particular phases of the oscillation.
Thus, the position of the ion can be determined
precisely as a function of time, thereby revealing
the amplitude and phase of the resulting sinus-
oidal oscillation (18) (Fig. 1C). We verified that
both are independent to an inversion of the noise
signal. To facilitate the position measurement,

we use the damping laser to reduce the incoher-
ent, thermal motion in the axial direction, which
originates from bath interactions. For efficient
cooling while maintaining low damping of the

oscillation, the laser is applied only around the
turning points of the axial motion (15).
The thermodynamic cycle of the single-ion

heat engine is shown in Fig. 1D by plotting the
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Fig. 3. Determination of the damp-
ing coefficient. The effect of the
damping coefficient g is studied by
directly driving the ion axially with
the end caps in the absence of the
thermal reservoir interactions. The
step response is observed by de-
termining the amplitude A of the
ion’s oscillation (orange circles) at
time t after switching the end cap
drive on. In accord with the dynam-
ics of a driven damped harmonic
oscillator, the step response features
a rise toward a steady-state ampli-
tude A0, superposed with a decay-
ing beat frequency at wb between
the resonance wz and drive fre-

quency wd according to the relation AðtÞ ¼ A0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½cosðwbtÞ − ðwz=wdÞ expð−gitÞ�2 þ sinðwbtÞ2

q
. A fit to the

data (orange line) reveals gi = 560 ± 100 s−1; the average of four such measurements yielded g = 480 ±
140 s−1. (Inset) Determination of oscillation amplitude at 5.5 ms by fitting a time-integrated si-
nusoidally modulated Gaussian (black line) to the projections of the corresponding camera images,
with exposure time of 1 ms (gray circles). The width of the Gaussian is determined from the image of
an ion at rest.

Fig. 2. Temperature dynamics of the engine.
(A) Thermalization curves derived from dark-state
thermometry of the radial thermal state of the ion
when heated to TH = 51mK (red) and cooled to TC =
6 mK (blue). Individual errors result from fits to the
dark resonances as well as the uncertainty caused
by the laser linewidths (9). Individual fits reveal ther-
malization time constants for heating and cooling of
tH = 190 ± 30 ms and tC = 210 ± 10 ms, respectively.
(B) Dependence of the hot bath temperature TH on
the root mean square of the electric noise applied to
the trap electrodes, measured by dark-state ther-
mometry (circles) (9) and spatial thermometry (tri-
angles) (21).The inset shows a magnification of the
low-temperature values. (C) Simulated temperature
of the ion as a function of time using the parameters
for thermalization. Heating and cooling durations in
each cycle are 4.1 ms and 8.2 ms, respectively.With an
electric-field noise amplitude of 4 V, we calculate a
working point temperature Twork = 568 mK and a
temperature difference DT = T2 – T1 = 21.5 mK.The
inset shows an enlargement of the cooling and heat-
ing processes at steady-state operation.

RESEARCH | REPORTS



mean phonon number nr ¼ kBT=ℏwr of the ther-
mal state of the ion in the radial direction as a
function of the corresponding trap frequency
wr (19). The radial trap frequencies wr(t) are ob-
tained from the measured axial positions of the
ion z(t) in conjunction with calibrationmeasure-
ments of the tapered confinement described by
Eq. 1. The temperature of the ion at any given
moment of the cycle is deduced from the inter-
play of the heating and cooling rates (Fig. 2). We
determine these rates via a stroboscopic measure-
ment of the thermal broadening of narrow reso-
nances of dark states causedby coherent population
trapping, which are sensitive to the velocity of
the ion through the Doppler shift (Fig. 2A). A
detailed description of this technique, originally
used for cold atoms (20), is presented in (9). The
temperature of the hot reservoir TH can be ad-
justed via the applied electric-field noise and has
been measured using dark-state thermometry, as
well as spatial thermometry (21) for higher temper-
atures (Fig. 2B). The heating and cooling processes
aremuch slower than the internal dynamics of the
ion; thus, the cycle can be regarded as quasi-static
with negligible losses caused by irreversible pro-
cesses (22). Because the ion is in permanent con-
tact with one of the reservoirs, the dynamics are
similar to those of a Stirling engine (5, 23).
We derived the power output during steady-

state operation in three independent ways. We
first determined the power Pcyc = Wcyc/tcyc, with
cycle time tcyc = 2p/wz, by evaluating the work as
the area of the cycles for both radial directions,
Wcyc ¼ ℏ∮ 2nrdwr (19). To assess the performance
of the engine, we computed the power for various
temperature differences DT = T2 – T1 between
maximum temperature T2 andminimum temper-
ature T1 in the cycle, as defined in Fig. 2C. The
difference DT can be tuned by adjusting either the
reservoir temperatures or the relative duration of
the reservoir interaction, given by the duty cycle
d = tH/tcyc of the hot bath interaction time tH per
cycle.
We alternatively deduced the power directly

from the measurement of the axial oscillation am-
plitudes Az of up to 15 mm. The driving power of a
driven damped harmonic oscillator at steady state
yieldsPosc ¼ gmw2

zA
2
z (24). Thedampingparameter

g = 480 ± 140 s–1 was determined separately via
observation of the step response of the ion’s os-
cillation to a coherent drive (Fig. 3). Both meth-
ods give consistent values of the power, of up to
3.4 (±0.5) × 10–22 J/s, depending on DT (Fig. 4A).
This represents a power-to-particle ratio of 1.5 kW/
kg, comparable to that of a typical car engine,
indicating that the power scales approximately
with the number of particles of theworking agent.
We further calculated analytically the engine

output power using the expression for work per-
formed during a single cycle:

Wana ¼ −∮FzðtÞ dzðtÞ
dt

dt ð4Þ

The driving force Fz is calculated from Eq. 3,
accounting for the temperature variations of the
ion determined as shown in Fig. 2C and neg-
lecting the weak z dependence. The resulting

motion z(t) is derived assuming expressions of
a resonantly driven damped harmonic oscillator.
Thus, for the output power, we find

Pana ¼ W ana

tcyc
¼ 4k2B sin2ðpdÞ tan2q DT 2

mp4g½ðd2− dÞr0�2

¼ 8:8� 10−20 Js−1K−2ð ÞDT 2 ð5Þ

This analytical formula is plotted using experi-
mental parameters in Fig. 4A and is in agreement
with the measured Pcyc.
We further evaluated the efficiency of the

engine, hcyc = Wcyc/QH, from the measured data
by determining the heat absorbed from the hot
reservoir,QH ¼ ∫HTdS, fromtheTSdiagramshown

in Fig. 4B. Here, S denotes the entropy of a ther-
mal harmonic oscillator, S = kB[1 + ln(kBT/ħwr)]
(22, 25). To this end, we transformed the mea-
sured data of the cycle in Fig. 2B according to
fwr;nrg→fS;Tg. Using the above analytical ap-
proach, we find

hana ¼
4kB sin2ðpdÞ tan2 q DT

mp3gwz ½ðd2− dÞr0�2
¼ 0:041K−1� �

DT

ð6Þ

The resulting efficiencies (Fig. 4C) reach values
up to hcyc = 0.28 ± 0.07%, in agreement with the
analytical expectation. A comparison of this val-
ue with the corresponding efficiency atmaximum
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Fig. 4. Power and efficiency of the heat engine. (A) Power of the engine, calculated from themeasured
cycles (orange) and from a direct analysis of the amplitude (gray). The temperature differences DTwere
achieved by varying the electric-field noise (circles) and the duty cycle of heating and cooling (triangles).
The measured cycle data are consistent with the expected value from analytical calculations (blue line).
The larger error bars of the gray data stem from the uncertainty on the damping coefficient g. (B) The heat
engine cycle, corresponding to Fig. 1D; temperature is shown relative to 568 mK and entropy relative to
179.6 × 10–24 J/K. Both work and efficiency can be derived from integrating this cycle.The square (dotted
line) represents the equivalent Carnot cycle for the full range of parameters and shows the case of the
theoretical maximum efficiency. (C) Measured efficiency as a function of DT, which was tuned by varying
the noise amplitude (circles) or the duty cycle (triangles), compared to the result of the analytical
calculation (blue line).
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power, given by the Curzon-Ahlborn (26) formula
hCA ¼ 1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffi
T 1=T 2

p
= 1.9%, reflects that the cur-

rent trap parameters do not correspond to the
optimal point (14). The performance of future
single-ion heat engines could be improved by re-
designing the geometry of the trap to have cycles
with a higher range of frequencies wr (see Fig.
4B). This could be achieved by increasing either
the angle of the taper or the absolute radial trap
frequencies.
We have demonstrated a realization of a heat

enginewhoseworking agent is a single atom. This
classical device offers a broad platform for future
experiments investigating, for instance, machines
coupled to nonthermal reservoirs (27) or single-
ion refrigerators and pumps (28). Moreover, the
quantum regime (kBT ≈ ħwr) could be reached by
replacing Doppler cooling by electromagnetically
induced transparency cooling or side-band cool-
ing (10), as in the recent verificationof thequantum
Jarzynski equality (29). In the quantum domain,
dark-state thermometry could be replaced by side-
band spectroscopy, again allowing for the determi-
nation of the cycle of the engine and thus its power
and efficiency. Such a system would permit the
study of the performance of small quantum ma-
chines (30, 31) and the exploration of genuine
quantumeffects in thermodynamics, such as quan-
tum coherences (32) and correlations (33), as well
as the testing of predictions of quantum resource
theory (34, 35).
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ORGANOMETALLICS

Pre-transmetalation intermediates in
the Suzuki-Miyaura reaction
revealed: The missing link
Andy A. Thomas and Scott E. Denmark*

Despite the widespread application of Suzuki-Miyaura cross-coupling to forge
carbon-carbon bonds, the structure of the reactive intermediates underlying the key
transmetalation step from the boron reagent to the palladium catalyst remains
uncertain. Here we report the use of low-temperature rapid injection nuclear magnetic
resonance spectroscopy and kinetic studies to generate, observe, and characterize
these previously elusive complexes. Specifically, this work establishes the identity
of three different species containing palladium-oxygen-boron linkages, a tricoordinate
boronic acid complex, and two tetracoordinate boronate complexes with 2:1 and
1:1 stoichiometry with respect to palladium. All of these species transfer their
boron-bearing aryl groups to a coordinatively unsaturated palladium center in the
critical transmetalation event.

P
alladium-catalyzed cross-coupling reactions
have fundamentally changed the practice
of organic synthesis. These reactions forge
carbon-carbon bonds through the migra-
tion of a carbon-based substituent from a

main group element to palladium, as exemplified
by the Kumada-Tamao-Corriu (Mg) (1), Suzuki-
Miyaura (B) (2), Stille-Migita-Kosugi (Sn) (3),
Negishi (Zn) (4), and Hiyama-Denmark (Si) (5) re-
actions. The Nobel Prize–sharing Suzuki-Miyaura
reaction (6) is currently the premier cross-coupling
process and has been widely applied in organic
(7),medicinal (8), and materials (9) chemistry. It
is also frequently used in the industrial syntheses
of fine chemicals (10) and pharmaceuticals (11)
because of its demonstrated reliability, its func-
tional group compatibility, and the low cost and
ease of handling of a wide variety of commer-
cially available boron-based reagents.
Despite the preeminent status of the Suzuki-

Miyaura reaction, a fundamental understanding
of the critical migratory transmetalation event
from boron to palladium has thus far been lack-
ing (12–18). For decades, chemists have consid-
ered two pathways (path A and path B in Fig. 1)
that differ in the role that the hydroxide ion

plays in initiating the transmetalation event.
Path A proceeds through the combination of a
negatively charged aryltrihydroxyboronate (com-
pound 1) and a palladium halide complex (2),
which form a hypothetical intermediate con-
taining a Pd-O-B unit (3). The alternative path B
proceeds through the combination of a neutral
arylboronic acid (4) and a palladium hydroxide
complex (formed through the displacement of the
organopalladiumhalide by hydroxide;5), ultimately
converging to the same intermediate 3, which is
then poised to transfer the aryl group to pal-
ladium in an intramolecular b-aryl elimination
step, followed by reductive elimination (Fig. 1).
Species such as 3 represent the missing link be-
tween the starting organoboron reagents and the
diorganopalladium intermediates that are known
to afford cross-coupling products.
The role of the base in the Suzuki-Miyaura re-

action was investigated initially by the Soderquist
laboratory (12) and, more recently, by the labo-
ratories of Hartwig (13), Amatore and Jutand
(14–16), and Schmidt (17, 18). The kinetic analysis
in (13) established that path B is favored over
path A by more than four orders of magnitude,
a conclusion that is reinforced by the extensive
kinetic studies in (14–16), which clearly identi-
fied multiple antagonistic roles for the hydrox-
ide ion. Although nuclear magnetic resonance
(NMR) spectroscopic and kinetic studies have
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