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Non-contact quantum friction
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1933 Pauli
Arguments against the 
application of the zero-point 
energy to the EM field

1927 Uncertainty principleHeisenberg

Zero-point energyPlanck
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Fourier mode of the EM 
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CASIMIR EFFECT

Hendrick Casimir 
(1948)

Zero-point energy in vacuum Zero-point energy with boundaries

But !

Casimir force between two 
perfectly conducting plates

Between two atoms (Van der Waals force)
Between and atom/particle and a plate 
(Casimir-Polder force)
Between two imperfect mirrors

Quantum vacuum fluctuations also 
produce forces:

Charge and current 
fluctuations induced 
by the vacuum 
fluctuations

Alternative
interpretation

Lamoreaux
experiment 
(1997)



An accelerated 
observer in vacuum 

sees a field in a 
thermal state. 

Vacuum fluctuations 
“promoted” to 

thermal fluctuations

Vacuum fluctuations 
at the event horizon 

results in the 
breaking up of pairs 
of virtual particles. 

One is trapped in the 
BH and the other 

escapes to infinity     
A mirror undergoing 
nonuniform 
relativistic motion 
can modify the mode 
structure of vacuum 
non-adiabatically.  
Can result in the 
conversion of virtual 
photons (vacuum 
fluctuations) to real 
detectable photons.

Note: HR and UE only 
involved an observer, 
which only detects 
the state of the field 
and does not affect 
the modes of the field 
as in DCE

QUANTUM VACUUM EFFECTS
How about direct observation of vacuum fluctuations?

→Amplification of vacuum fluctuations
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Vacuum excitation due to time 
dependent external conditions

Accelerated neutral objects

PHOTON CREATION

DISSIPATIVE FORCES

Introduction



DYNAMICAL 
CASIMIR 

EFFECT 

Vacuum excitation due to time 
dependent external conditions

Accelerated neutral objects

PHOTON CREATION

DISSIPATIVE FORCES

Introduction

Variation of electromagnetic
properties of the media
(conductivity, permittivity, etc)
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Accelerated mirror

E EM Wave

classical
Existing
EM field
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Introduction SOME INTUITION

Accelerated mirror

E EM Wave

classical
Existing
EM field

Quantum 
vacuum

Photon creation

Reaction force on 
the mirror

quantum
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OLD RESULTS FOR MOVING MIRRORS
Simplest case: massless scalar field in 1+1 D

Dirichlet boundary conditions

Static equidistant spectrum
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Mirrors

OLD RESULTS FOR MOVING MIRRORS
Simplest case: massless scalar field in 1+1 D

Dirichlet boundary conditions

Static equidistant spectrum

Instantaneous basis (useful for
intermediate calculations, no
intention to define N(t)!)

Set of coupled harmonic oscillators



Equidistant spectrum

All modes are coupled

The number of particles created
grows quadratically with t. 

Total energy in the cavity grows exponentially (Dodonov & Klimov 1996) 

external frequency = eigenfrequency

DYNAMICAL 
CASIMIR 

EFFECT 

Mirrors

SECULAR EFFECTS



More general boundary conditions

Massive case

Cavities in 3+1 dimensions

non-equidistant spectrum

exponential growth

Villar & Soba, PRE 2017

Mirrors

DYNAMICAL 
CASIMIR 

EFFECT 
posibility of parametric
resonance for a single
mode (or a few modes)



Introduction
Very difficult to observe…

Rate of photon production
by a single oscillating mirror
in vacuum

1 photon/day!!



Introduction
Very difficult to observe…

Rate of photon production
by a single oscillating mirror
in vacuum

1 photon/day!!

For cavities the situation is
better due to parametric
resonace… but still difficult

• In order to produce 5 GHz photons, we need mechanical oscillations with 10GHz

• Actual limit: 6GHz
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2 moving mirrors “interference” effects in 
the particle creation rate

“shaker”  mode“breathing”  mode

Mainly studied for Dirichlet fields in 1+1

Dalvit & Mazzitelli (1999) – Villar, Soba & F.C.L. (fully numerical approach (2017)

Mirrors



Mirrors

Secular behaviour for integer
values of q

Method: conformal transformation
à Moore equation à RG improved
solution

Dalvit & Mazzitelli (1999) – Villar, Soba & Lombardo (2017)

when a or b do not vanish

DYNAMICAL 
CASIMIR 

EFFECT 



Mirrors

Dalvit & Mazzitelli 1999

shaker mode, q=3 (compared with 1 mirror oscilation)



Wilson et al, 2011
Modulated inductance of  SQUID at high frequencies (> 10 GHz) 

EXPERIMENTAL VERIFICATION OF DCE (2011) 
By applying a time-
dependent magnetic flux 
through the SQUID we 
get a time-dependent 
inductance, which in turn 
produces a time-
dependent boundary 
condition for the field in 
the waveguide



Wilson et al, 2011

Time dependent boundary condition

Circuit QED



DIFFERENT EXPERIMENTAL REALIZATIONS OF DCE 

Circuit QED



MORE RECENT EXPERIMENTAL RESULTS
(doubly tunable resonator)

• Particle creation with simultaneous excitation of both SQUIDs

• Observation of interference effects.

Svensson et al  2018

DYNA
MICAL 

CASIMIR 
EFFECT 



Model Scalar field in the cavity

Wustmann Shumeiko 2013

SQUIDs at x=0 and x=d

DOUBLY TUNABLE SUPERCONDUCTING CAVITY
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Model Scalar field in the cavity

Wustmann Shumeiko 2013

Phases across the SQUIDs controlled
by external magnetic fluxes

SQUIDs at x=0 and x=d
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Model

SQUIDs at x=0 and x=d

Scalar field in the cavity

Wustmann Shumeiko 2013

Phases across the SQUIDs controlled
by external magnetic fluxes

Quantum field in 1+1 dimensions with terms localized on the borders



Model

DYNAMICAL 
CASIMIR 

EFFECT 



Model

Unusual boundary conditions localized degrees of freedom

Neglecting this term → time dependent Robin boundary conditions → Approximate
Dirichlet boundary conditions on a time dependent position  



Particle creation

PARTICLE CREATION IN A DOUBLY TUNABLE CAVITY

Time dependent magnetic flux

Expansion of the field in terms of
modes of the static cavity

Equations that define the static
spectrum

Lombardo, Mazzitelli, Soba & Villar 2018



Particle creation Time dependent magnetic flux

Expansion of the field in terms of
modes of the static cavity

Equations that define the static
spectrum

Lombardo, Mazzitelli, Soba & Villar 2018

Insert in the Lagrangian set of coupled harmonic oscillators



Particle creation

FIELD EQUATION



Particle creation

Heisenberg 
representation

Bogoliubov
transformation

Number of particles in mode n



SPECTRUM
Nonequidistant spectrum unless



Particle creation

SPECTRUM: SUMMARY

• The spectrum is determined by the static parameters of the SQUID’s

• Parameters can be adjusted to have equidistant or non-equidistant
spectra

• The space of parameters is richer and easier to adjust compared
with the case of mirrors (would involve a manipulation of their
electromagnetic properties)



ANALYTICAL RESULTS

Particle creation



Particle creation

All couplings depend nontrivially
on the parameters of the SQUIDs

external frequencies and phases



Particle creation

Method of multiple scales (MSA)

Resonance conditions

Average over
fast oscillations



Particle creation

A single resonant  mode:

Exponential growth with a rate:



Particle creation

A single resonant  mode:

Exponential growth with a rate:

Interference due to phase difference of external magnetic fluxes



Two resonant  modes:

Exponential growth
with a rate

Coupled
A-B eqns

Coupled
A-B eqns



Two resonant  modes:

Exponential growth
with a rate

Coupled
A-B eqns

Coupled
A-B eqns

interference



ANALYTICAL RESULTS
SUMMARY

Parametric resonance for a finite
number of modes

• Rate of growth depends on eigenvalues and phases

• Interference à dephased external excitation

• “Contrast” can be easily tuned with the static parameters

Resonance conditions



Solve using
Runge-Kutta-Merson

Multiply by and average to obtain

Numerics: P. Villar & A. Soba

(initial condition)

NUMERICAL ANALYSIS
METHOD



NUMERICAL ANALYSIS
RESULTS

From exponential (non-equidistant)....

….to quadratic (equidistant)



Non-leading resonance:

Usual leading order resonance in MSA

Beyond leading order:  



Different external frequencies:

in phase
out of phase

in phase



first mode

second mode

DETUNING 
MAIN RESONANCE
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EFFECT 

CONCLUSIONS: DCE

• Numerical an analytical analysis of the particle creation in a doubly tunable
superconducting cavity

• The description of the system involves generalized boundary conditions  or 
degrees of freedom concentrated on the boundaries

• Parameters can be tuned to change the characteristics of the spectrum

• Rate of particle creation strongly depends on the eigenvalues and phases of
the static eigenfunctions

• Interference effects by dephasing the external magnetic fields on both SQUIDs

• Analytical results based on Multiple Scale Analysis (more recently on Magnus 
approximation – Fosco, F.L. & Mazzitelli 2018)

• Numerical results confirm and extend analytical analysis

F.C. L., F.D.Mazzitelli, P. I. Villar and A. Soba (2018)



QUANTUM 
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QUANTUM FRICTION
INTUITIVE PICTURE

● EM fluctuations→ 
fluctuating dipole moment
● Image dipole inside the 
mirror
● Correlation between the 
two dipoles' oscillations
● Dipole-dipole interaction
● Attractive force
● Directed on the line that 
connects the two dipoles

CASIMIR-POLDERFRICTION

● Imperfect mirror
→ delay in the reorganization of the 
charges
● Image dipole left behind (Doppler shift)

● Phase lag in the correlations
● Tilted force
● Vertical component: CP
● Horizontal component: frictional 
force

Sir John B. Pendry

Quantum Friction: fact or fiction? (2010)

Criticized by Philbin & Leonhardt (2009)

Dielectric plate (1997)

● Short-ranged
● Small magnitude
● Avoids experimental 
detection so far
● A lot of effort being put 
into trying to find systems 
where the force is enhanced
● Or indirect ways of 
detecting quantum friction



OTHER 
DISSIPATIVE 

EFFECTS

Friction between imperfect moving mirrors (Pendry 1997)

Dissipative forces due to excitation of internal degrees of freedom 
(C. Fosco, F.C. L., F.D. Mazzitelli, 2010 y 2011)

Simplest case:

Plane mirrors which are not in contact undergo 
constant-speed relative parallel motion

OTHER DISIPATIVE EFFECTS



QUANTUM 
FRICTION 

QUANTUM FRICTION

Quantum friction can be understood in terms of an
exchange of virtual photons between the two bodies,
which in turn excite their internal degrees of freedom
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RELATED EFFECTS

● Quantum Cerenkov (v > c_m)
● Atom – Atom
● Atom – Plate (Casimir Polder) 
● Tip of an Atomic Force Microscope - surface
● Dynamical Casimir (Real photons /accelerated 
objects)



QUANTUM 
FRICTION 

M.B. Farías, C.D. Fosco, F.C.L, 
F.D Mazzitelli, & A.E. R. López, 
Phys. Rev. D 91 (2015) 105020



QUANTUM 
FRICTION 
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For speeds of 1% of the speed of light (very high) the force results in two
orders of magnitude less than that of static Casimir (which is even less
than the force between perfect conductors) M.B. Farias, C.D. Fosco, F.C.L. & F.D. Mazzitelli. 

"Quantum friction between graphene sheets.”
Phys. Rev. D 95, (2017) 065012
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FRICTION FORCE:
ATOM-MIRROR

F ≈ −
a2λ2g2

4ω̃0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − v2

p F2 −
a2λ2g2

16ω̃0Ω̃
F3: ð28Þ

In Fig. 2 we show the dissipative (frictional) force on the
particle as a function of the dimensionless velocity v. It can
be seen that the force develops two different contributions:
one contribution is purely quantum, is generated by the
quantum fluctuations of the electromagnetic vacuum, and is
present even at vanishing temperature. The other contri-
bution, produced by thermal fluctuations, grows with
temperature and is dominant at high temperatures. For
small but nonvanishing temperatures, however, both con-
tributions are of the same order, and a detection of a
frictional force at relatively high velocities and small finite
temperatures would imply both a detection of a thermal
dissipative force and a quantum frictional force. For very
small velocities both components vanish, since the energy
supplied to the system by moving the particle is not
sufficient to excite the internal degrees of freedom of the
material (which requires a finite amount of energy deter-
mined by the characteristic frequency Ω) and be thus
dissipated [33]. For velocities slightly higher than this
threshold, the thermal component is the one that grows
more rapidly, which is not surprising since the quantum
frictional force, at this order in perturbation theory, is
vanishingly small for small velocities [9,13]. However, it is
worth remarking that at larger velocities there is definitively
a purely quantum contribution, present even at vanishing
temperatures, but that thermal fluctuations enhance the total
frictional force and become the main contribution for
higher temperatures.
From an expansion in powers of the velocity v, it is

possible to find that our results for the friction force predict
a linear velocity dependence.

IV. INFLUENCE FUNCTIONAL

Herein, we shall obtain the generating functional of the
particle by integrating out those degrees of freedom
corresponding to the plate and the vacuum field in Eq. (7):

Z½q$ ¼ eiðS
part
0 ½q$þSIF½q$Þ: ð29Þ

All of the information about the effect of the environ-
ment on the particle is contained in SIF½qþ; q−$. The
dynamics of the system (particle) under the influence of
the environment (vacuum field and plate) is described by
the Feynman-Vernon IF F which is defined by

F ½qþ; q−$ ¼ eiSIF½qþ;q−$ ≔
Z

C
DφE eiS½φE;q$; ð30Þ

where φE represents any environment variable [29]. After
performing the integral over the plate field ψðxÞ we will get
an effective action for the vacuum field and, as a conse-
quence, a modified vacuum field propagator. Following the
steps performed to get Eq. (13) we find

Gαβ ¼ Gð0Þ
αβ þ Gð0Þ

αγ V
pl
γδG

ð0Þ
δβ : ð31Þ

Explicitly computing (29), the influence action can be
found to be

SIF ¼ −
1

2

Z
dxdx0JαðxÞGαβðx; x0ÞJβðx0Þ; ð32Þ

where summation is assumed over repeated indexes, and Jα
are the currents appearing in the coupling between the
particle and the field (3). Considering the perturbative
expansion for the propagator (31), the influence action can
be expanded as

SIF½qþ; q−$ ¼ Sð1ÞIF ½qþ; q−$ þ Sð2ÞIF ½qþ; q−$; ð33Þ

where Sð1ÞIF is obtained considering the free Klein-Gordon
propagator Gð0Þ

αβ , and Sð2ÞIF is obtained from the second term

in the expansion (31), Gð1Þ
αβ . It is useful to define

ΔJðxÞ ¼ JþðxÞ − J−ðxÞ
2

ð34Þ

ΣJðxÞ ¼ JþðxÞ þ J−ðxÞ
2

: ð35Þ

By writing Eq. (3) in terms ofΔJ and ΣJ and exploiting the
definition and properties of the different CPT propagators,
one obtains, for each term in the expansion for the influence
action (33), the expression [29]

FIG. 2. Dissipative force, as a function of the relative velocity v
between the plate and the particle, for ω̃0 ¼ 0.03, Ω̃ ¼ 0.01,
a ¼ 10−6 ½m$ and T as defined in Sec. II.
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QUANTUM 
FRICTION 

The presence of the plate reduces the decoherence time, but only for non- vanishing
relative velocity. For very small velocities, decoherence time is not reduced, even for
greater values of the coupling constant between the plate and the vacuum field
tD is shown as a function of the plate’s characteristic dimensionless frequency, for
different values of its macroscopic velocity v. A clear minimum appears for every value
of v, and it is located in Ω = ω0. Decoherence is maximal in the resonant case, hence
making the decoherence time vanish. Far from the resonance, for Ω >> ω0, decoherence
time tends to the limiting value that corresponds to the case λ = 0 (the case with no
plate)

M.B. 
Farías & 
F.C.L. 
Phys. 
Rev. D 93, 
065035 
(2016) 

DECOHERENCE OVER THE ATOM
Enhancement of the decoherence due to friction



QUANTUM 
FRICTION 

QUANTUM FRICTION INPRINTS ON THE
GEOMETRIC PHASE OF A MOVING ATOM

● As a consequence of quantum friction, we compute the 
non-unitary geometric phase for the moving particle under 
the presence of the vacuum field and the dielectric mirror

● We show in which cases decoherence effects could, in 
principle, be controlled in order to perform a 
measurement of the geometric phase using standard 
procedures as Ramsey interferometry

F.C.L & P.I. Villar, Europhys. 
Letts. 118, 50003 (2017) 
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FIG. 1: We study the GP acquired by a two-level system coupled to the quantum vacuum in front of a dielectric sheet. (a)
The center of mass of the particle moves with constant velocity v at a fixed distance a of the dielectric sheet. (b) The particle
behaves as a two-level system coupled via a dipolar interaction to the vacuum field, which is dressed by the presence of the
dielectric plate. (c) Scheme of the evolution of a two-level system in the Bloch sphere for an unitary evolution (black dashed
line) and environmentally induced trajectories. The unitary (closed) geometric phase is �c = ⇡(1�cos ✓0), while in the presence
of an environment the area enclosed is modified, yielding under suitable conditions �g = �c + ��, where we define �� as the
correction to the unitary geometric phase. In all cases, the presence of the environment induces a loss of purity which is
represented in the fact that the trajectory leaves the surface of the sphere or semi-sphere.

imental consideration. We have even evaluated an unique
decoherence factor (neglecting other noise sources) in two
spacial dimensions, under some strong approximations.

The state of a point like discrete energy level quantum
system (such as an atom) interacting with a quantum
field acquires a GP that is independent of the state of
the field [22]. The phase depends only on the system’s
path in parameter space, particularly the flux of some
gauge field enclosed by that path. For pure field states,
the GP is said to encode information about the number
of particles in the field [23]. In particular, for initial
squeezed states, the phase also depends on the squeezing
strength [24]. If the field is in a thermal state, the GP
encodes information about its temperature, and so is
used in a proposal to measure the Unruh e↵ect at low
accelerations [25]. It has further been proposed as a
high-precision thermometer by considering the atomic
interference of two atoms interacting with a known hot
source and an unknown temperature cold cavity [26].
As the existing bibliography reflects, GPs have become
a fruitful avenue of investigation to infer features of the
quantum system due to their topological properties and
close connection with gauge theories of quantum fields.
Berry’s work has since been applied to a diversity of
phenomena, extending its definition to mixed states [27],
non-adiabatic [28] and non-unitary evolution [29] in the
context of open quantum systems, largely motivated by
the need of an experimentally realistic definition. Every
two-level system freely evolving acquires an unitary
GP related to its Hilbert Space, i.e. SU(2), known
as �c = ⇡(1 � cos ✓0), being ✓0 the polar angle in the
Bloch sphere. With this fact in mind, our idea is to
study the GP acquired by the quantum system evolving
non-unitarily. The GP obtained will undoubtedly be
di↵erent to the unitary one since the evolution is now
plagued by non-unitary e↵ects such as decoherence and

dissipation. It is generally said that the coupling of the
quantum system corrects the unitary GP by noting that
�g = �c + ��, being �� proportional to the coupling
of the system and the environment. Under suitable
conditions, the corrections induced by the presence
of the environment can be measured by means of an
interferometric experiment (atomic interference) [30–32].
In this framework, we shall make a thorough study of
the corrections induced on the GP acquired by a neutral
particle moving in front of an imperfect mirror.

RESULTS

The Model

We shall consider a neutral particle coupled to a vac-
uum field, whose center of mass moves with a velocity v
relative to the dielectric as schematically shown in Fig.
1(a). The radiation emitted by the moving particle leads
to a frictional stress acting on it, due to the asymmetry
of the reflection amplitude along the direction of mo-
tion [19]. The particle is modeled as a two-level system
and its velocity is assumed to be rendered constant by
some external agent. The total Hamiltonian for the sys-
tem (quantum particle plus complex environment - com-
posed by the vacuum quantum field and dielectric plate)
is written as H = ~/2 � �z + HSE + HE , where � is
the energy level spacing of the two-level system and HE
is the Hamiltonian of the composite bath. The interac-
tion Hamiltonian HSE is given in the dipolar approxi-
mation HSE = d̂ · r�, where the e↵ective electrostatic
potential (�) contains the information of the electric field
(E = r�) dressed by the dielectric surface. The dipole
operator d̂ acts over the internal states of the particle |gi
and |ei, and the non-vanishing matrix elements of each
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FIG. 1: We study the GP acquired by a two-level system coupled to the quantum vacuum in front of a dielectric sheet. (a)
The center of mass of the particle moves with constant velocity v at a fixed distance a of the dielectric sheet. (b) The particle
behaves as a two-level system coupled via a dipolar interaction to the vacuum field, which is dressed by the presence of the
dielectric plate. (c) Scheme of the evolution of a two-level system in the Bloch sphere for an unitary evolution (black dashed
line) and environmentally induced trajectories. The unitary (closed) geometric phase is �c = ⇡(1�cos ✓0), while in the presence
of an environment the area enclosed is modified, yielding under suitable conditions �g = �c + ��, where we define �� as the
correction to the unitary geometric phase. In all cases, the presence of the environment induces a loss of purity which is
represented in the fact that the trajectory leaves the surface of the sphere or semi-sphere.

imental consideration. We have even evaluated an unique
decoherence factor (neglecting other noise sources) in two
spacial dimensions, under some strong approximations.

The state of a point like discrete energy level quantum
system (such as an atom) interacting with a quantum
field acquires a GP that is independent of the state of
the field [22]. The phase depends only on the system’s
path in parameter space, particularly the flux of some
gauge field enclosed by that path. For pure field states,
the GP is said to encode information about the number
of particles in the field [23]. In particular, for initial
squeezed states, the phase also depends on the squeezing
strength [24]. If the field is in a thermal state, the GP
encodes information about its temperature, and so is
used in a proposal to measure the Unruh e↵ect at low
accelerations [25]. It has further been proposed as a
high-precision thermometer by considering the atomic
interference of two atoms interacting with a known hot
source and an unknown temperature cold cavity [26].
As the existing bibliography reflects, GPs have become
a fruitful avenue of investigation to infer features of the
quantum system due to their topological properties and
close connection with gauge theories of quantum fields.
Berry’s work has since been applied to a diversity of
phenomena, extending its definition to mixed states [27],
non-adiabatic [28] and non-unitary evolution [29] in the
context of open quantum systems, largely motivated by
the need of an experimentally realistic definition. Every
two-level system freely evolving acquires an unitary
GP related to its Hilbert Space, i.e. SU(2), known
as �c = ⇡(1 � cos ✓0), being ✓0 the polar angle in the
Bloch sphere. With this fact in mind, our idea is to
study the GP acquired by the quantum system evolving
non-unitarily. The GP obtained will undoubtedly be
di↵erent to the unitary one since the evolution is now
plagued by non-unitary e↵ects such as decoherence and

dissipation. It is generally said that the coupling of the
quantum system corrects the unitary GP by noting that
�g = �c + ��, being �� proportional to the coupling
of the system and the environment. Under suitable
conditions, the corrections induced by the presence
of the environment can be measured by means of an
interferometric experiment (atomic interference) [30–32].
In this framework, we shall make a thorough study of
the corrections induced on the GP acquired by a neutral
particle moving in front of an imperfect mirror.

RESULTS

The Model

We shall consider a neutral particle coupled to a vac-
uum field, whose center of mass moves with a velocity v
relative to the dielectric as schematically shown in Fig.
1(a). The radiation emitted by the moving particle leads
to a frictional stress acting on it, due to the asymmetry
of the reflection amplitude along the direction of mo-
tion [19]. The particle is modeled as a two-level system
and its velocity is assumed to be rendered constant by
some external agent. The total Hamiltonian for the sys-
tem (quantum particle plus complex environment - com-
posed by the vacuum quantum field and dielectric plate)
is written as H = ~/2 � �z + HSE + HE , where � is
the energy level spacing of the two-level system and HE
is the Hamiltonian of the composite bath. The interac-
tion Hamiltonian HSE is given in the dipolar approxi-
mation HSE = d̂ · r�, where the e↵ective electrostatic
potential (�) contains the information of the electric field
(E = r�) dressed by the dielectric surface. The dipole
operator d̂ acts over the internal states of the particle |gi
and |ei, and the non-vanishing matrix elements of each

3

component are given as di = hg|d̂i|ei = he|d̂i|gi (�x cou-
pling). An schematic picture of the system is depicted in
Fig. 1(b), where the particle interacts with the dressed
vacuum field.

The field operator �̂ can be expanded in a plane-wave
basis of excitation (dressed photons) and evolves freely
according to

�̂(r, t) =

Z
d
2
k

Z 1

0
d!

⇣
�(k,!)âk,!e

i(k·r�!t) + h.c.

⌘
.

The bosonic operators satisfy the commutation relation
[âk!, â

†
k0!0 ] = �(k� k0)�(! � !

0) creating and destroying
“photons” in a wider meaning, since they are creation
and destruction operators of composite states (field plus
material). In particular, it has been shown that [33]

|�(k,!)|2 =
~

2⇡2

e
�2kz

k
Im

✏(!)� 1

✏(!) + 1
, (1)

where ✏(!) is the dielectric function of the dielectric
material ✏(!) = !

2
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surface-plasmon frequency, !pl is the plasma frequency
and !0 = 0 represents the Drude model for metals. We
consider only weak dissipation, i.e. �/!S ⌧ 1; in metals,
this ratio is typically 10�2 � 10�3 [34].

Non-unitary evolution of the system

In order to get an insight into the dynamics of the quan-
tum system at a later time t, we must obtain the master
equation for the reduced density matrix of the quantum
system derived by integrating out the degrees of freedom
of the composite environment. We start by assuming an
initially factorized state ⇢(0) = ⇢a(0)⌦ ⇢E(0), with both
sub-systems (particle and environment) initially in their
respective ground states. In the weak coupling limit, the
master equation is given by the expression [35],

~⇢̇ = �i [Ha, ⇢]�D(v, t) [�x, [�x, ⇢]] (2)

�f(v, t) [�x, [�y, ⇢]] + i⇣(v, t) [�x, {�y, ⇢}] ,

where the non-unitary e↵ects are modeled by the velocity
dependent di↵usion coe�cients D(v, t) and f(v, t), while
dissipative e↵ects are present in the corresponding ⇣(v, t)
[36–40]. We set the dimensionless quantity u = v/(a!pl),
which will be called the velocity from here on. It is im-
portant to note that in absence of the bath, the spin
follows a cyclic evolution in the Bloch semi-sphere with
period ⌧ = 2⇡/�, as can be seen in Fig.1(c) represented
by the dashed-black line.

We have numerically calculated the coe�cients in
equations (2) by using the expressions obtained in
equation (3) (defined in section Materials and Meth-
ods). These coe�cients are oscillating functions of time,

strongly dependent on the parameters of the model. We
shall show the case of metallic (!0 = 0) mirrors in order
to solve the master equation (2). We prepare an initial
superposition state as | 0i = cos(✓0)|gi+ sin(✓0)|ei and
solve the master equation to find the state of the sys-
tem at a later time, | (t)i = cos(✓(t))|gi + sin(✓(t))|ei.
For a ground-state atom the force is a genuine friction
force, i.e. a force antiparallel to its velocity. It is propor-
tional to the atomic linewidth and hence very small. In
contrast, excited-state atoms can be either decelerated
or accelerated depending on the relative magnitude of
their transition frequency with respect to the character-
istic frequency of the substrate material. For metals, the
force is always decelerating, i.e. a frictional e↵ect [41].
In Fig. 2(a) we present the trajectory of the radius

of the state vector R =
p

x(t)2 + y(t)2 + z(t)2 on
the Bloch sphere when the system evolves coupled to
di↵erent values for the parameters of the environment.
The trajectory of the state vector remains on the surface
of the sphere for many cycles although the dynamics
is very di↵erent to that of a free two-level system (a
perfect black circle), as shown in the lower part of Fig.
2(b). The variation of the radius and its sinusoidal
movement are induced by the environment and evince
a non-unitary evolution. The advantage of this system
is that it remains “robust” under the presence of
decoherence and dissipation even after several cycles.
The measurement of this “robustness” is that the loss of
purity of the state vector is very small for approximately
30 cycles. The dependence of this magnitude upon time
(measured in cycles) depends on the parameters of the
model as shown in Fig. 2(c). As it can be seen there, the
state is more a↵ected for smaller values of � and bigger
initial angles ✓0, as long as it has a dipole orientation
perpendicular to the dielectric sheet (↵ = ⇡/2). The
purity of the state remains close to unity (isolated case)
when the dipole orientation is parallel to the dielectric
sheet (↵ = 0). These considerations are made based on
a fixed velocity. The solution renders a good scenario
for measurements of the GP, since it has been argued
that the observation of GPs should be done in times
long enough to obey the adiabatic approximation but
short enough to prevent decoherence from deleting all
phase information. This means that while there are
dissipative and di↵usive e↵ects that induce a correction
to the unitary GP, the system maintains its purity for
several cycles, which allows the GP to be observed. It
is important to note that if the noise e↵ects induced on
the system are of considerable magnitude, the coherence
terms of the quantum system are rapidly destroyed and
the GP literally disappears [39].

Traces of Quantum Friction

If the two-level system was to evolve freely, it would ac-
quire a global phase at a temporal step ⌧ . The presence
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component are given as di = hg|d̂i|ei = he|d̂i|gi (�x cou-
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where the non-unitary e↵ects are modeled by the velocity
dependent di↵usion coe�cients D(v, t) and f(v, t), while
dissipative e↵ects are present in the corresponding ⇣(v, t)
[36–40]. We set the dimensionless quantity u = v/(a!pl),
which will be called the velocity from here on. It is im-
portant to note that in absence of the bath, the spin
follows a cyclic evolution in the Bloch semi-sphere with
period ⌧ = 2⇡/�, as can be seen in Fig.1(c) represented
by the dashed-black line.

We have numerically calculated the coe�cients in
equations (2) by using the expressions obtained in
equation (3) (defined in section Materials and Meth-
ods). These coe�cients are oscillating functions of time,

strongly dependent on the parameters of the model. We
shall show the case of metallic (!0 = 0) mirrors in order
to solve the master equation (2). We prepare an initial
superposition state as | 0i = cos(✓0)|gi+ sin(✓0)|ei and
solve the master equation to find the state of the sys-
tem at a later time, | (t)i = cos(✓(t))|gi + sin(✓(t))|ei.
For a ground-state atom the force is a genuine friction
force, i.e. a force antiparallel to its velocity. It is propor-
tional to the atomic linewidth and hence very small. In
contrast, excited-state atoms can be either decelerated
or accelerated depending on the relative magnitude of
their transition frequency with respect to the character-
istic frequency of the substrate material. For metals, the
force is always decelerating, i.e. a frictional e↵ect [41].
In Fig. 2(a) we present the trajectory of the radius

of the state vector R =
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x(t)2 + y(t)2 + z(t)2 on
the Bloch sphere when the system evolves coupled to
di↵erent values for the parameters of the environment.
The trajectory of the state vector remains on the surface
of the sphere for many cycles although the dynamics
is very di↵erent to that of a free two-level system (a
perfect black circle), as shown in the lower part of Fig.
2(b). The variation of the radius and its sinusoidal
movement are induced by the environment and evince
a non-unitary evolution. The advantage of this system
is that it remains “robust” under the presence of
decoherence and dissipation even after several cycles.
The measurement of this “robustness” is that the loss of
purity of the state vector is very small for approximately
30 cycles. The dependence of this magnitude upon time
(measured in cycles) depends on the parameters of the
model as shown in Fig. 2(c). As it can be seen there, the
state is more a↵ected for smaller values of � and bigger
initial angles ✓0, as long as it has a dipole orientation
perpendicular to the dielectric sheet (↵ = ⇡/2). The
purity of the state remains close to unity (isolated case)
when the dipole orientation is parallel to the dielectric
sheet (↵ = 0). These considerations are made based on
a fixed velocity. The solution renders a good scenario
for measurements of the GP, since it has been argued
that the observation of GPs should be done in times
long enough to obey the adiabatic approximation but
short enough to prevent decoherence from deleting all
phase information. This means that while there are
dissipative and di↵usive e↵ects that induce a correction
to the unitary GP, the system maintains its purity for
several cycles, which allows the GP to be observed. It
is important to note that if the noise e↵ects induced on
the system are of considerable magnitude, the coherence
terms of the quantum system are rapidly destroyed and
the GP literally disappears [39].
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and !0 = 0 represents the Drude model for metals. We
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system derived by integrating out the degrees of freedom
of the composite environment. We start by assuming an
initially factorized state ⇢(0) = ⇢a(0)⌦ ⇢E(0), with both
sub-systems (particle and environment) initially in their
respective ground states. In the weak coupling limit, the
master equation is given by the expression [35],
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where the non-unitary e↵ects are modeled by the velocity
dependent di↵usion coe�cients D(v, t) and f(v, t), while
dissipative e↵ects are present in the corresponding ⇣(v, t)
[36–40]. We set the dimensionless quantity u = v/(a!pl),
which will be called the velocity from here on. It is im-
portant to note that in absence of the bath, the spin
follows a cyclic evolution in the Bloch semi-sphere with
period ⌧ = 2⇡/�, as can be seen in Fig.1(c) represented
by the dashed-black line.

We have numerically calculated the coe�cients in
equations (2) by using the expressions obtained in
equation (3) (defined in section Materials and Meth-
ods). These coe�cients are oscillating functions of time,

strongly dependent on the parameters of the model. We
shall show the case of metallic (!0 = 0) mirrors in order
to solve the master equation (2). We prepare an initial
superposition state as | 0i = cos(✓0)|gi+ sin(✓0)|ei and
solve the master equation to find the state of the sys-
tem at a later time, | (t)i = cos(✓(t))|gi + sin(✓(t))|ei.
For a ground-state atom the force is a genuine friction
force, i.e. a force antiparallel to its velocity. It is propor-
tional to the atomic linewidth and hence very small. In
contrast, excited-state atoms can be either decelerated
or accelerated depending on the relative magnitude of
their transition frequency with respect to the character-
istic frequency of the substrate material. For metals, the
force is always decelerating, i.e. a frictional e↵ect [41].
In Fig. 2(a) we present the trajectory of the radius

of the state vector R =
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x(t)2 + y(t)2 + z(t)2 on
the Bloch sphere when the system evolves coupled to
di↵erent values for the parameters of the environment.
The trajectory of the state vector remains on the surface
of the sphere for many cycles although the dynamics
is very di↵erent to that of a free two-level system (a
perfect black circle), as shown in the lower part of Fig.
2(b). The variation of the radius and its sinusoidal
movement are induced by the environment and evince
a non-unitary evolution. The advantage of this system
is that it remains “robust” under the presence of
decoherence and dissipation even after several cycles.
The measurement of this “robustness” is that the loss of
purity of the state vector is very small for approximately
30 cycles. The dependence of this magnitude upon time
(measured in cycles) depends on the parameters of the
model as shown in Fig. 2(c). As it can be seen there, the
state is more a↵ected for smaller values of � and bigger
initial angles ✓0, as long as it has a dipole orientation
perpendicular to the dielectric sheet (↵ = ⇡/2). The
purity of the state remains close to unity (isolated case)
when the dipole orientation is parallel to the dielectric
sheet (↵ = 0). These considerations are made based on
a fixed velocity. The solution renders a good scenario
for measurements of the GP, since it has been argued
that the observation of GPs should be done in times
long enough to obey the adiabatic approximation but
short enough to prevent decoherence from deleting all
phase information. This means that while there are
dissipative and di↵usive e↵ects that induce a correction
to the unitary GP, the system maintains its purity for
several cycles, which allows the GP to be observed. It
is important to note that if the noise e↵ects induced on
the system are of considerable magnitude, the coherence
terms of the quantum system are rapidly destroyed and
the GP literally disappears [39].

Traces of Quantum Friction

If the two-level system was to evolve freely, it would ac-
quire a global phase at a temporal step ⌧ . The presence
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component are given as di = hg|d̂i|ei = he|d̂i|gi (�x cou-
pling). An schematic picture of the system is depicted in
Fig. 1(b), where the particle interacts with the dressed
vacuum field.

The field operator �̂ can be expanded in a plane-wave
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surface-plasmon frequency, !pl is the plasma frequency
and !0 = 0 represents the Drude model for metals. We
consider only weak dissipation, i.e. �/!S ⌧ 1; in metals,
this ratio is typically 10�2 � 10�3 [34].

Non-unitary evolution of the system

In order to get an insight into the dynamics of the quan-
tum system at a later time t, we must obtain the master
equation for the reduced density matrix of the quantum
system derived by integrating out the degrees of freedom
of the composite environment. We start by assuming an
initially factorized state ⇢(0) = ⇢a(0)⌦ ⇢E(0), with both
sub-systems (particle and environment) initially in their
respective ground states. In the weak coupling limit, the
master equation is given by the expression [35],
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where the non-unitary e↵ects are modeled by the velocity
dependent di↵usion coe�cients D(v, t) and f(v, t), while
dissipative e↵ects are present in the corresponding ⇣(v, t)
[36–40]. We set the dimensionless quantity u = v/(a!pl),
which will be called the velocity from here on. It is im-
portant to note that in absence of the bath, the spin
follows a cyclic evolution in the Bloch semi-sphere with
period ⌧ = 2⇡/�, as can be seen in Fig.1(c) represented
by the dashed-black line.

We have numerically calculated the coe�cients in
equations (2) by using the expressions obtained in
equation (3) (defined in section Materials and Meth-
ods). These coe�cients are oscillating functions of time,

strongly dependent on the parameters of the model. We
shall show the case of metallic (!0 = 0) mirrors in order
to solve the master equation (2). We prepare an initial
superposition state as | 0i = cos(✓0)|gi+ sin(✓0)|ei and
solve the master equation to find the state of the sys-
tem at a later time, | (t)i = cos(✓(t))|gi + sin(✓(t))|ei.
For a ground-state atom the force is a genuine friction
force, i.e. a force antiparallel to its velocity. It is propor-
tional to the atomic linewidth and hence very small. In
contrast, excited-state atoms can be either decelerated
or accelerated depending on the relative magnitude of
their transition frequency with respect to the character-
istic frequency of the substrate material. For metals, the
force is always decelerating, i.e. a frictional e↵ect [41].
In Fig. 2(a) we present the trajectory of the radius

of the state vector R =
p

x(t)2 + y(t)2 + z(t)2 on
the Bloch sphere when the system evolves coupled to
di↵erent values for the parameters of the environment.
The trajectory of the state vector remains on the surface
of the sphere for many cycles although the dynamics
is very di↵erent to that of a free two-level system (a
perfect black circle), as shown in the lower part of Fig.
2(b). The variation of the radius and its sinusoidal
movement are induced by the environment and evince
a non-unitary evolution. The advantage of this system
is that it remains “robust” under the presence of
decoherence and dissipation even after several cycles.
The measurement of this “robustness” is that the loss of
purity of the state vector is very small for approximately
30 cycles. The dependence of this magnitude upon time
(measured in cycles) depends on the parameters of the
model as shown in Fig. 2(c). As it can be seen there, the
state is more a↵ected for smaller values of � and bigger
initial angles ✓0, as long as it has a dipole orientation
perpendicular to the dielectric sheet (↵ = ⇡/2). The
purity of the state remains close to unity (isolated case)
when the dipole orientation is parallel to the dielectric
sheet (↵ = 0). These considerations are made based on
a fixed velocity. The solution renders a good scenario
for measurements of the GP, since it has been argued
that the observation of GPs should be done in times
long enough to obey the adiabatic approximation but
short enough to prevent decoherence from deleting all
phase information. This means that while there are
dissipative and di↵usive e↵ects that induce a correction
to the unitary GP, the system maintains its purity for
several cycles, which allows the GP to be observed. It
is important to note that if the noise e↵ects induced on
the system are of considerable magnitude, the coherence
terms of the quantum system are rapidly destroyed and
the GP literally disappears [39].

Traces of Quantum Friction

If the two-level system was to evolve freely, it would ac-
quire a global phase at a temporal step ⌧ . The presence
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initially factorized state ⇢(0) = ⇢a(0)⌦ ⇢E(0), with both
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where the non-unitary e↵ects are modeled by the velocity
dependent di↵usion coe�cients D(v, t) and f(v, t), while
dissipative e↵ects are present in the corresponding ⇣(v, t)
[36–40]. We set the dimensionless quantity u = v/(a!pl),
which will be called the velocity from here on. It is im-
portant to note that in absence of the bath, the spin
follows a cyclic evolution in the Bloch semi-sphere with
period ⌧ = 2⇡/�, as can be seen in Fig.1(c) represented
by the dashed-black line.
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equations (2) by using the expressions obtained in
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shall show the case of metallic (!0 = 0) mirrors in order
to solve the master equation (2). We prepare an initial
superposition state as | 0i = cos(✓0)|gi+ sin(✓0)|ei and
solve the master equation to find the state of the sys-
tem at a later time, | (t)i = cos(✓(t))|gi + sin(✓(t))|ei.
For a ground-state atom the force is a genuine friction
force, i.e. a force antiparallel to its velocity. It is propor-
tional to the atomic linewidth and hence very small. In
contrast, excited-state atoms can be either decelerated
or accelerated depending on the relative magnitude of
their transition frequency with respect to the character-
istic frequency of the substrate material. For metals, the
force is always decelerating, i.e. a frictional e↵ect [41].
In Fig. 2(a) we present the trajectory of the radius
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the Bloch sphere when the system evolves coupled to
di↵erent values for the parameters of the environment.
The trajectory of the state vector remains on the surface
of the sphere for many cycles although the dynamics
is very di↵erent to that of a free two-level system (a
perfect black circle), as shown in the lower part of Fig.
2(b). The variation of the radius and its sinusoidal
movement are induced by the environment and evince
a non-unitary evolution. The advantage of this system
is that it remains “robust” under the presence of
decoherence and dissipation even after several cycles.
The measurement of this “robustness” is that the loss of
purity of the state vector is very small for approximately
30 cycles. The dependence of this magnitude upon time
(measured in cycles) depends on the parameters of the
model as shown in Fig. 2(c). As it can be seen there, the
state is more a↵ected for smaller values of � and bigger
initial angles ✓0, as long as it has a dipole orientation
perpendicular to the dielectric sheet (↵ = ⇡/2). The
purity of the state remains close to unity (isolated case)
when the dipole orientation is parallel to the dielectric
sheet (↵ = 0). These considerations are made based on
a fixed velocity. The solution renders a good scenario
for measurements of the GP, since it has been argued
that the observation of GPs should be done in times
long enough to obey the adiabatic approximation but
short enough to prevent decoherence from deleting all
phase information. This means that while there are
dissipative and di↵usive e↵ects that induce a correction
to the unitary GP, the system maintains its purity for
several cycles, which allows the GP to be observed. It
is important to note that if the noise e↵ects induced on
the system are of considerable magnitude, the coherence
terms of the quantum system are rapidly destroyed and
the GP literally disappears [39].

Traces of Quantum Friction

If the two-level system was to evolve freely, it would ac-
quire a global phase at a temporal step ⌧ . The presence
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allows us to ensure that the GP could be measured. We
have studied the correction to the unitary geometric
phase and realized it can be decomposed in di↵erent
contributions: on the one hand, a correction induced by
the presence of the vacuum field dressed by the presence
of a dielectric sheet and, on the other, a correction
induced by the velocity of the motion of the particle in
front of the dielectric sheet. We have also shown that
after many cycles, the correction to the accumulated
GP due to the velocity of the particle becomes relevant.
It is important to remark that the mere presence of
a velocity contribution in the noise corrections to the
phase is an indication of the frictional e↵ect over the
quantum degree of freedom of the particle. Finally, we
have proposed an experimental setup which determines
the feasibility of the experiment and would be the first
one in tracking traces of quantum friction through the
study of decoherence e↵ects on a two-level system. The
emerging micro- and nanomechanical systems promising
new applications in sensors and information technology
may su↵er or benefit from non-contact quantum friction.
For this application, a better understanding of non-
contact friction is due and its detection one step forward.

MATERIALS AND METHODS

The coe�cients appearing in the master equation (2) are
defined in terms of the noise and dissipation kernels, ⌫(t)
and ⌘(t), respectively [47]. The expressions for these ker-
nels have been derived for the present case and are writ-
ten as

⌫(t) = �d2~
⇡2 �!2

pl

R1
0 d!

R1
0 dk

R 2⇡
0 d✓

!k2e�2ka

(!2
0�!2)2+!2�2

⇥G(✓,↵, �) cos[(kv cos ✓ � !)t],

⌘(t) = �d2~
⇡2 �!2

pl

R1
0 d!

R1
0 dk

R 2⇡
0 d✓

!k2e�2ka

(!2
0�!2)2+!2�2

⇥G(✓,↵, �) sin[(kv cos ✓ � !)t], (3)

where we define G(✓,↵, �) = cos2 � sin2 ↵ cos2 ✓ +
sin2 � sin2 ↵ sin2 ✓ + 2 cos � sin � sin2 ↵ cos ✓ sin ✓ + cos2 ↵.
� and ↵ are the spherical azimuthal and polar angles,
respectively. In these coordinates, the components of the
dipole moment are dx = d cos � sin↵, dy = d sin � sin↵,
and dz = d cos↵ (see Fig.1(b)). The dipole moment can
be written in terms of the static atomic polarization ↵pol,
d
2 = 3/2~�↵pol.

The phase associated with the quasi-cyclic path traversed
in state space by the open system in a period ⌧ have been
defined in [39, 40] as

�g = arg

"
X

k

p
✏k(⌧)✏k(0) hk(0)|k(⌧)i e�

R ⌧
0 dthk| @

@t |ki

#

where |k(t)i and ✏k(⌧) are respectively the instantaneous
eigenvectors and eigenvalues of ⇢(t). This is the main
procedure done to obtain the geometric phase acquired

with every set of parameters analyzed in the main text.
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component are given as di = hg|d̂i|ei = he|d̂i|gi (�x cou-
pling). An schematic picture of the system is depicted in
Fig. 1(b), where the particle interacts with the dressed
vacuum field.

The field operator �̂ can be expanded in a plane-wave
basis of excitation (dressed photons) and evolves freely
according to

�̂(r, t) =

Z
d
2
k

Z 1

0
d!

⇣
�(k,!)âk,!e

i(k·r�!t) + h.c.

⌘
.

The bosonic operators satisfy the commutation relation
[âk!, â

†
k0!0 ] = �(k� k0)�(! � !

0) creating and destroying
“photons” in a wider meaning, since they are creation
and destruction operators of composite states (field plus
material). In particular, it has been shown that [33]

|�(k,!)|2 =
~

2⇡2

e
�2kz

k
Im

✏(!)� 1

✏(!) + 1
, (1)

where ✏(!) is the dielectric function of the dielectric
material ✏(!) = !

2
pl/(!

2
0 � !

2 � i!�). In the dielectric
model !0, !pl and � parametrize the Drude-Lorentz
form for ✏(!). Here, !

2
0 = !

2
S � !

2
pl/2 with !S the

surface-plasmon frequency, !pl is the plasma frequency
and !0 = 0 represents the Drude model for metals. We
consider only weak dissipation, i.e. �/!S ⌧ 1; in metals,
this ratio is typically 10�2 � 10�3 [34].

Non-unitary evolution of the system

In order to get an insight into the dynamics of the quan-
tum system at a later time t, we must obtain the master
equation for the reduced density matrix of the quantum
system derived by integrating out the degrees of freedom
of the composite environment. We start by assuming an
initially factorized state ⇢(0) = ⇢a(0)⌦ ⇢E(0), with both
sub-systems (particle and environment) initially in their
respective ground states. In the weak coupling limit, the
master equation is given by the expression [35],

~⇢̇ = �i [Ha, ⇢]�D(v, t) [�x, [�x, ⇢]] (2)

�f(v, t) [�x, [�y, ⇢]] + i⇣(v, t) [�x, {�y, ⇢}] ,

where the non-unitary e↵ects are modeled by the velocity
dependent di↵usion coe�cients D(v, t) and f(v, t), while
dissipative e↵ects are present in the corresponding ⇣(v, t)
[36–40]. We set the dimensionless quantity u = v/(a!pl),
which will be called the velocity from here on. It is im-
portant to note that in absence of the bath, the spin
follows a cyclic evolution in the Bloch semi-sphere with
period ⌧ = 2⇡/�, as can be seen in Fig.1(c) represented
by the dashed-black line.

We have numerically calculated the coe�cients in
equations (2) by using the expressions obtained in
equation (3) (defined in section Materials and Meth-
ods). These coe�cients are oscillating functions of time,

strongly dependent on the parameters of the model. We
shall show the case of metallic (!0 = 0) mirrors in order
to solve the master equation (2). We prepare an initial
superposition state as | 0i = cos(✓0)|gi+ sin(✓0)|ei and
solve the master equation to find the state of the sys-
tem at a later time, | (t)i = cos(✓(t))|gi + sin(✓(t))|ei.
For a ground-state atom the force is a genuine friction
force, i.e. a force antiparallel to its velocity. It is propor-
tional to the atomic linewidth and hence very small. In
contrast, excited-state atoms can be either decelerated
or accelerated depending on the relative magnitude of
their transition frequency with respect to the character-
istic frequency of the substrate material. For metals, the
force is always decelerating, i.e. a frictional e↵ect [41].
In Fig. 2(a) we present the trajectory of the radius

of the state vector R =
p

x(t)2 + y(t)2 + z(t)2 on
the Bloch sphere when the system evolves coupled to
di↵erent values for the parameters of the environment.
The trajectory of the state vector remains on the surface
of the sphere for many cycles although the dynamics
is very di↵erent to that of a free two-level system (a
perfect black circle), as shown in the lower part of Fig.
2(b). The variation of the radius and its sinusoidal
movement are induced by the environment and evince
a non-unitary evolution. The advantage of this system
is that it remains “robust” under the presence of
decoherence and dissipation even after several cycles.
The measurement of this “robustness” is that the loss of
purity of the state vector is very small for approximately
30 cycles. The dependence of this magnitude upon time
(measured in cycles) depends on the parameters of the
model as shown in Fig. 2(c). As it can be seen there, the
state is more a↵ected for smaller values of � and bigger
initial angles ✓0, as long as it has a dipole orientation
perpendicular to the dielectric sheet (↵ = ⇡/2). The
purity of the state remains close to unity (isolated case)
when the dipole orientation is parallel to the dielectric
sheet (↵ = 0). These considerations are made based on
a fixed velocity. The solution renders a good scenario
for measurements of the GP, since it has been argued
that the observation of GPs should be done in times
long enough to obey the adiabatic approximation but
short enough to prevent decoherence from deleting all
phase information. This means that while there are
dissipative and di↵usive e↵ects that induce a correction
to the unitary GP, the system maintains its purity for
several cycles, which allows the GP to be observed. It
is important to note that if the noise e↵ects induced on
the system are of considerable magnitude, the coherence
terms of the quantum system are rapidly destroyed and
the GP literally disappears [39].

Traces of Quantum Friction

If the two-level system was to evolve freely, it would ac-
quire a global phase at a temporal step ⌧ . The presence
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non-inertial effects can be completely
neglected in order to model a particle
moving at a constant speed on the
material sheet. Since it is critical to
keep the separation uniform, to
prevent spurious decoherence, it is
important to asses the plausibility of
the proposed experimental setup.

12cm diameter Au-coated Si disks  
rotated up to Ω = 2π7000 rad/s.

Our feasible experimental setup would
be based on the use of a single NV center
in diamond as an effective two-level
system at the tip of a modified AFM tip.

The distance can be controlled from a
few nanometers to tenths of nanometers
with sub-nanometer resolution. The NV
system presents itself as an excellent
tool for studying geometric phases

State-of-the-art phase-detection experiments in
NV centers in diamond permit the detection of ∼ 50
mrad phase change over 10^6 repetitions

M.B. Farías, F.C.L,  A.Soba, P.I. Villar & R.S. Decca: Nature Quant. Inf. (2020)



● The NV center consists of a vacancy, or missing carbon atom, in the 
diamond lattice lying next to a nitrogen atom, which has substituted for   
one of the carbon atoms 

● The NV center offers a system in which a single spin can be initialized, 
coherently controlled, and measured. It is also possible to mechanically 
move the NV center
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In the proposed
experimental setup,
the sample is
constituted by a Si
disk laminated in
metal (we propose to
use Au or n-doped Si
coating).

Parameters of the Drude-Lorentz model for Au are ωpl = 1.37 10^16rad/s; Γ/ωpl ∼ 0.05, and 
ωpl = 3.5 10^14 rad/s; Γ/ωpl ∼ 1 for n-Si). The coated Si disk is mounted on a turntable.
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Measurement of the 
separation between the AFM 
tip 

The nominal separation “a” 
between the tip and the 
sample are 7.2 and 3.4 nm.

The AFM tip moves vertically 
appox. 27.3 nm to keep the 
separation constant. 

The overall change in thickness of 
the rotating plate could be as 
large as 50 nm at a given radius, 
the feedback control maintains 
the specified separation “a” to 
better than δa = 1 nm. The 
experiment is doable at a = 3 nm, 
with δa (possible fluctuations in 
distance) induced decoherence 
effects being negligible compared 
to the quantum friction ones. 



Numerical simulation in 
experimental conditions with n-Si 
(u = 0.0025) and Au (u = 6.4 10^−5) 
coating disk. 

The inset shows |δφu| − |δφu=0| 
for a range of velocities u derived 
by the assumption of values of “a” 
ranged between 3 and 10 nm; all of 
them for the case of Au coating. 

In experimental conditions, we can achieve different velocities u depending the metal 
coating of the Si disk. When it is coated with n-doped Si, the dimensionless velocity u is 
bigger, u = 0.0025 making it measurable with the actual technology. 



Quantum 
Friction 

CONCLUSIONS: FRICTION
• We have found a proper scenario to indirectly detect quantum friction by 

measuring the geometric phase aquired by a particle 

• The system preserves purity for several cycles, which allows us to ensure that 
the GP could be measured

• After many cycles the correction to the accummulated GP due to the velocity of 
the particle becomes relevant

• We have proposed an experimental setup which determines the feasibility of the 
experiment and would be the first one in tracking traces of quantum friction 
through the study of decoherence effects on a two-level system

• In experimental conditions, we can achieve different velocities depending the 
metal coating of the Si disk. When it is coated with n-doped Si, the 
dimensionless velocity u is big enough, making GP measurable with the actual 
technology

• The emerging micro- and nanomechanical systems promising new applications 
in sensors and information technology may suffer or benefit from non-contact 
quantum friction 

M.B. Farías, F.C. L., P. Villar, A. Soba & R. Decca; Nature Quant. Inf. (2020)
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New stuff

Optomechanical cavity: 
phonons to photons

Entanglement, Decoherence & 
Geometric phase: GP sensor

N. Del Grosso, F.C. L., P. Villar - Phys. Rev D (2019)

L. Viotti, F.C. L., P. Villar – Phys. Rev. A (2019)
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